






transferred to the best sector, there can be an increase in the overall export value of the 

country. 

 In addition to that, when the data sets are formed, it is also seen that total amount of 

time spent for the support of the export of the top 100 products are 63% of the whole 

time spent for the export related issues. If the remaining 37% can be used for the export 

support of the best sectors (DMU9 and DMU 10) it can also contribute to the overall 

export performance. 

When the CCR-DEA model is applied to both of the data sets, it is seen that, the 

inefficient sectors obtained by the analysis of the exact data become efficient by the 

usage of the ordinal data. This indicates that even though some sectors could not reach 

the efficiency in terms of numerical performance, when the side effects and the strategic 

plans are taken into account, they can be considered as efficient.  

6. Conclusion 

This study describes the export performance evaluation process of Turkish Exports to 

Ireland for year 2008, using an imprecise DEA methodology, which gives us the 

opportunity to consider multiple criteria to assess the best sectors for the used exact and 

exact + ordinal real data sets.  

 As further studies, a similar analysis can be done at product level or for other 

markets.    
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Abstract 
This research aims to compare how effective the Theory of Constraints (TOC), 
Appreciative Inquiry (AI), and a hybrid approach (a combination of TOC and AI) are in 
terms of understanding and improving Masters thesis students’ performance. In 
addition, it will utilize exploratory research to find out the major issues of performance 
encountered by Masters thesis students at Victoria University of Wellington (VUW). 
The researcher will apply TOC to address and manage the root causes of problematic 
issues and will apply AI to exploit and enhance the root cause of success of these 
students. A hybrid approach, combining aspects of both methods, will be developed and 
applied separately. A mixed methodology will be employed. Firstly a web-based survey 
will be conducted to elicit student views on the thesis experience, and secondly a semi-
structured individual interview (15 students) to explore in more detail and construct 
solutions using one of three approaches (TOC/AI/Hybrid) for each student. In the third 
stage of this research, the researcher will recruit 3 students, one from each individual 
interview group (TOC/AI/Hybrid) to take part in action research. The main purpose of 
conducting the action research is to understand the students’ problems and success in 
greater depth and over time, further developing and applying the above-mentioned 
methods in order to help them improve/enhance their performance.  
 

 
2. Introduction & Background of Study 
The foundations of this research derive from two separate directions: firstly 
methodological and secondly a problematic situation. These two directions are strongly 
driven by the “highs” and “lows” of the researcher’s several years working experiences 
in the business sector in Thailand and overseas combined with the researcher’s passion 
for being part of an education reform in Thailand. This research aims to compare and 
contrast the two theories, Theory of Constraints (TOC) and Appreciative Inquiry (AI) 
by applying them to improve VUW Masters thesis students’ performance. 
Firstly the research aims to answer questions of a methodological nature. The Theory of 
Constraints (TOC) provides Thinking Processes (TP) and tools to find out, analyze, and 
manage the root cause of a problem, while Appreciative Inquiry (AI) offers positive 
questions together with its AI 4-D Cycle to seek and exploit the root cause of success. 
Despite approaching an issue from different ends, the two theories, TOC and AI, appear 
to have a common goal: striving for the best improvement. So there are also similarities 
within the two diametrically-opposed approaches. Can we utilize those similarities and 
differences? Can a hybrid approach be used as an alternative? And how effective are 
these approaches in dealing with a similar issue and context? 



  

Many students fail to complete their theses on time. Of all New Zealand domestic 
students starting an Honours/Masters qualification at public providers in 1998, by the 
end of 2002 (5 years later), only 59% had completed their degrees successfully, 2% 
were still studying towards completion and 39% had left without completing (Scott, 
2004). To fail in thesis completion is a waste of time and resource on both the 
university’s and student’s part. The low completion rate will impact the university’s 
ranking and earnings. Low ranking universities may not attract desired levels of 
students enrolment, which may jeopardize funding subsidized by the government. 
Additionally students who have not had a job and/or live on a student loan, are finding 
their debts increasing through extension fees and their own living expenses. Thesis 
students typically experience high and low points in their research, which provide the 
impetus for the study using the two methodologies.  
 
3. Theory of Constraints (TOC) 
Goldratt’s Theory of Constraints (TOC) provides Thinking Processes (TPs) to address 
the root cause of a problem. In TOC’s problem-solving process, problems are traced 
back to an unresolved conflict. The conflict can be within an organization, between two 
or more people, and/or a personal conflict within oneself. Goldratt (1990, 4) 
characterizes constraints as “anything that limits a system from achieving higher 
performance versus its goal”, and in the majority of cases these are found to be policy 
constraints rather than physical constraints – the latter being generally easier to resolve. 
The TOC TPs have been developed by Goldratt and other TOC scholars since the late 
1980s specifically to handle policy constraints (Kim et al, 2008).   
The TOC TPs include four critical questions, thinking process steps, and tools. The 
original three critical questions introduced by Goldratt (1990) are: what to change? what 
to change to? and how to cause change? The latest TOC version developed by Dettmer 
(2007) proposes an initial critical question, why is change needed? before the original 
three questions. What Dettmer has added is in accordance with Goldratt’s TOC goal-
oriented philosophy. The TOC TP steps are stated as identify the system goal, identify 
the core problem and the linkages to the problem, frame the core problem, construct and 
test the solution, identify the obstacles and intermediate objectives, prepare buy-in, 
implementation plan and activity plan (Cox, Blackstone, and Schleier, 2003, and 
Dettmer, 2007). The TOC TP tools are: Intermediate Objective (IO) Map, Evaporating 
Cloud (EC), Current Reality Tree (CRT), Future Reality Tree (FRT), Prerequisite Tree 
(PRT), Transition Tree (TT) and Categories of Legitimate Reservation (Goldratt, 1990, 
Noreen et al., 1995, Scheinkopf, 1999, Cox et al., 2003, and Dettmer, 2007). The 
collaboration of these tools assists and enhances the TOC TPs to provide an answer to 
the four critical questions of the TOC. 
 
4. Appreciative Inquiry (AI) 
Within the same situation, how can we also make use of the contrasting high points in 
the thesis experience? Interestingly, Appreciative Inquiry (AI) is based on the simple 
assumption that every organization has something that works well, and those strengths 
can be the starting point for creating positive change (Cooperrider, Whitney, and 
Stavros, 2008, 3). In order to improve a system’s performance, Cooperrider’s 
Appreciative Inquiry (AI) provides a 4-D Cycle to address the root cause of success 
(Cooperrider & Whitney, 2005, 12) and avoid “problem solving”, which is different 
from TOC. AI seeks to accentuate the positive rather than eliminate the negative 
(Hayes, 2007, 295). The AI 4-D Cycle comprises Discovery, Dream, Design, and 
Destiny. Before employing the AI 4-D Cycle, an affirmative topic choice based on past 
and/or current success of a system needs to be constructed. In the “Discovery” phase 
(Appreciating what gives life), the system’s members are invited/challenged/required to 



  

discover and value positive exceptions, successes, and more vital or alive moments 
(Cooperrider, Whitney, and Stavros, 2008, 6). By doing this, the members are 
collectively appreciating their system’s achievements before embarking on the next 
step.  
The second step of AI 4-D Cycle is a Dream (Envisioning what might be), where 
system’s members and stakeholders collectively explore their hopes and dreams in order 
to envision possibilities that are big, bold, and beyond the boundaries of what has been 
in the past (Whitney & Trosten-Bloom, 2003, 8).  
The last two phases of AI are Design and Destiny. The Design phase (third phase) is 
determining what will be. System members and stakeholders are encouraged to combine 
what they have appreciated in the first phase and envisioned in the second phase to 
construct a provocative proposition. Reed (2007, 33) explains that the provocative 
proposition is a statement about what the organization wants to achieve. Then, the last 
phase of AI 4-D Cycle is Destiny (Planning what will be). The activity plan to achieve 
the provocative proposition is introduced and implemented by system members and 
owners.  
 
5. Research Questions 
Main research question: How effective are TOC, AI and Hybrid in dealing with 
performance issues of Masters thesis students? 
 
6. Research Strategy 
The research strategy is a general plan of how the researcher intends to go about 
answering the research question(s) (Saunders et al., 2000, 92). In this research, the 
researcher has conducted a web-based survey, interviews and action research in order to 
answer the research question. The web-based survey provided preliminary data, on the 
issues encountered by Masters thesis students at VUW. Next, the researcher recruited 
interviewees from participants who took part in the web-based survey. The researcher is 
conducting semi-structured individual interviews with 15 students: 5 students for TOC 
interview, 5 students for AI interview, and 5 students for Hybrid interview. At the end 
of this research, action research is being employed. According to Cardno (2003, 1) the 
term “action research” creates the expectation that those involved will be researching a 
particular situation with the intention of taking action that will make a difference – that 
is, bring change or improvement. The aim of this research is to understand and improve 
Masters thesis students’ performance. To understand the students’ performance, after 
receiving preliminary data, problematic issues identified by the web-based respondents 
and the semi-structured interview with each student by using a range of TOC or AI or 
Hybrid set of questions, the researcher employs action research as the final stage of this 
research. The action research includes an individual interview with 3 selected students 
from each group, TOC/AI/Hybrid, who experienced the same issues as per the web-
based survey results. 
 
7. The latest research findings 
7.1 Web-based survey 
The top ten issues encountered by VUW Masters thesis students based on the 2009 
web-based survey results comparing with 2004 survey conducted by the researcher. The 
students were asked to rate the degree of difficulty from the list of issues provided by 
the Association for Support of Graduate Students (ASGS). Then the researcher 
summarized the top ten issues based on the degree of difficulty rated by the research 
participants (Table 2).  
 
7.2 TOC Interview results 



  

The researcher employed the TOC  eight questions provided by Cox, Blackstone, and 
Schleier (2003) to conduct the individual interviews and added Intermediate Objectives 
(IO) Map (Dettmer, 2007) on top of the eight questions. Then the answers from each 
interviewee were composed into a storyline. From the storyline, the researcher applied 
TOC tools step by step, IO Map, CRT, EC, NBR, and PRT to the storyline told by the 
interviewee. Due to the limitation of page numbers in this paper, the researcher can only 
present IO Map, partial CRT, EC, and PRT of Masters thesis student, Cindy (not the 
interviewee’s real name) in Figure 1 – 4. The 3 major issues experienced by Cindy are 
“Keeping your deadlines/timelines”, “Not knowing how to get started”, and “Feeling 
your study valuable/worthwhile”.  

Ranking Masters thesis students’ performance issues 
2009 2004 

Keeping the deadlines 1 1 
Knowing when to stop reading the literature 2 6 
Designing your study 3 4 
Knowing how to get started 4 5 
Organizing the literature found 5 10 
Staying motivated 6 8 
Feeling supported 7 7 
Writing the proposal 8  
Gathering the information for the literature review 9  
Feeling your study is valuable/worthwhile 10  
Keeping healthy/fit  2 
Finding time for your thesis  3 
Meeting social demands  9 

Table 2: The top ten issues comparison between VUW 2009 and 2004 survey 
(Pongsart, 2009 & 2005) 

 

 
Figure 1: Intermediate Objectives (IO) Map of Cindy 

 
According to the IO Map, Cindy identified her goal of pursuing a Masters Degree thesis 
including Critical Success Factors (CSF), and Necessary Conditions (NC) (Figure 1). 
The partial current situation of Cindy related to her major issues is demonstrated in the 
format of CRT (Figure 2). The CRT discloses the effect-cause-effect entities from 205 
which constitutes an unacceptable deviation from expectations (Dettmer, 2007, 101) 
when compared to her IO Map (Figure 1).  
 
7.2.1 What to change? 
From CRT, the researcher selected entity 101 (I am very bad in making decisions) as a 
critical root cause of the problem to be addressed as it is within Cindy’s span of control 

Goal: To gain the skills and education level needed to 
get a job that will be inspiring and worth doing 

CSF1: I have to manage my time CSF2: I have to gain support around me 

NC11: Will power 
NC21: I have to act in a manner, so that the 
people around me will be happy to support me 

NC211: Inner balance 

CSF = Critical success factor,    NC = Necessary condition 



  

and sphere of influence: areas where you have authority to control or influence the 
change (Dettmer, 2007, 70). Furthermore, as TOC usually frames a problem as a 
conflict. There is a conflict behind the entity 101. From one of Cindy’s answers, she 
said “I felt that the longer I took to decide the less time I have to actually work on what 
I have decided”. This is the existing conflict whenever Cindy has to make decisions. In 
making decisions, if she spends too much time on making decisions on any of her 
thesis’ issues she will not have much time left to work on the activities related to her 
decisions.  
 

101: I am very bad in making 
decisions

105:I was not given enough information 
about doing a Masters thesis

102: I 
have to 
make 
decisions 
about my 
research 
topic

106: I can only 
choose on topic

107: I am confused108: I have 
time restriction

109: I have difficulty selecting a good research topic

110: I cannot start working on my thesis

111: I can hardly get any work done

205: I cannot keep my thesis deadlines

201: I do not know how to balance my thesis work with other commitments

202: I am procrastinating

203: There are a lot of distractions

204: I do not spend enough time on my thesis

 
Figure 2: Partial Current Reality Tree (CRT) of Cindy 

 
7.2.2 What to change to? 
The next step is to employ Evaporating Cloud (EC) to demonstrate the existing conflict 
with underlying assumptions and find a solution to eliminate the conflict (Figure 3). The 
EC presents the two sides of Cindy’s conflict: D and D’ (Prerequisites). However, 
Cindy’s objective (A) in doing her Masters thesis is to be a successful student who can 
complete her thesis on time. In order to achieve A Cindy must complete B or C 
(Requirements). In order to achieve B or C Cindy must have done D or D’ respectively. 
Between each entity, there are underlying assumptions: AB, AC, BD, CD’, and DD’. In 
order to dissolve the conflict Cindy has to find an injection (solution) to make any of the 
existing assumption invalid. TOC suggests TOC practitioners to find a simple solution 
that can cause a huge impact on improvements (Goldratt, 1990). In this case, Cindy who 
is doing a Masters thesis should not spend time on her own in making decisions on her 
thesis issues. She should discuss and consult with her supervisor who usually plays an 
important role to support his/her students. This solution (to meet and discuss with her 
supervisor) can make the assumption BD invalid. 
 
7.2.3 How to cause the change?  
From the solution to the issues encountered by Cindy in sections 7.2.1 and 7.2.2, TOC 
also provides the steps and tool to verify and examine if any negative effects occurred 
by using the Negative Branch Reservation (NBR) method. However, due to the 
limitation of space in this paper, the researcher will not demonstrate the NBR process. 



  

In this section, to answer one of the TOC critical questions, how to cause change?, TOC 
offers the Prerequisite Tree (PRT) to assist the solution’s implementation (Figure 4). 
PRT requires an identification of a clear objective of all activities that we want to 
implement including Obstacles (O) and Intermediate Objectives (IO) to overcome those 
obstacles. 
 

Requirements Prerequisites

A
I am a 
successful thesis 
student who 
completes a 
thesis on time

B
I must be able to make 
good decisions on my 
thesis project

D
I must spend enough time 
on my own making decision 
what I wanted to do

C
I must focus well on my thesis 
project

D’
I must spend enough 
time on my own 
working on my project

AB: Good decision making 
enhances a quality & on-
time thesis

AC: Focusing well on my 
thesis project enhances a 
quality & on-time thesis

BD: By spending enough time on my own 
enhances making good decisions

CD’ : By spending enough time on my own working on my project 
enhances staying focus on my thesis project.

DD’: I cannot spend too much time on both D or D’
because I have time constraints

Objective

 
Figure 3: Evaporating Cloud (EC) of Cindy 

 

IO11:I contact my supervisor earlier
IO21: I make a list of things that I do not know and/or things that I 
have to make decisions on before the meeting with my supervisor

IO12: I have my supervisor’s school itinerary

IO22: I read a thesis process from texts and 
previous year theses to get a clearer picture 
of the thesis stages and procedures.

IO13: I ask my supervisor to spare me extra time once a 
month besides our normal meeting to discuss things to 
enhance my decision making

IO23: I share my thesis 
experiences with my 
friends/colleagues

IO14: I have an extra meeting with my supervisor to discuss 
some issues that helps me make better decisions

O2:I do not 
know what to 
prepare for the 
meeting

O1:My 
supervisor is 
often busy

O3:I have 
time 
constraints

IO15: I make the most out of the 
extra meeting with my supervisorIO31: I make my own plan and 

prioritize my thesis activities

IO32: I add a buffer to my thesis activities

IO33: I start working on each thesis activity earlier

I consult with my supervisor in order to improve making better decisions on my thesis

 
Figure 4: Prerequisite Tree (PRT) of Cindy. 



  

 
 
 
7.3 AI Interview 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Destiny 
How to empower, Learn and adjust/improvise? 

Sustaining 
Figure 5: AI 4-D Cycle of Emma (Adapted from Cooperrider, Whitney & Stavros, 

2008) 
 
The Researcher recruited Emma (not her real name), another Masters thesis student who 
experienced the same 3 major issues (“Keeping your deadlines/timelines”, “Not 
knowing how to get started”, and “Feeling your study valuable/worthwhile”) as Cindy. 
By applying AI 4-D cycle to the issues found, the researcher employed AI positive 
questions to encourage Emma to talk about the strengths of her studying skills from her 
Honours year prior to pursuing a Masters thesis. The examples of those positive 
questions adapted from Cooperrider, Whitney and Stavros (2008) are:  

Dream: 
To produce a quality 

thesis with distinction. 
To complete 2months 
before the deadline. 
To find contribution 
and get published. 

 
Envisioning 

results 

Design 
 

“To produce a distinction Masters thesis with early 
completion in order to obtain my dream career at X 
(name of the organization I always wanted to work 
for) by synthesizing my personal strengths of 
determination, perseverance, self-motivation and 
good studying skills together with good supervision 
based on a close rapport under friendly and 
supportive environment from my supervisors, family 
members, friends, other postgraduate students and 
my officemates.” 
 

Co-constructing

Destiny 
How to empower, 

Learn and 
adjust/improvise? 

Sustaining 
(See Figure 6) 

Outstanding Masters 
Degree thesis process 
for a quality and early 
completion 

Discovery 
Determination, Perseverance, Self-

motivation, good studying skills, 
supervision based on close rapport, and 

friendly & supportive environments 
Appreciating 



  

• What would you describe as being a high-point experience in your university 
days when you were most alive and engaged? What happened? How was it? 
What are the key success factors that enabled you to the achievements?  

• What the 3 wishes do you have to enhance the vitality of your Masters 
thesis? 

From Emma’s answers to AI positive questions, the researcher constructed a storyline 
and an AI 4-D Cycle (Figure 5). From Emma’s story, her affirmative topic for pursuing 
a Masters thesis is “Outstanding Masters thesis process for a quality and early 
completion”. The provocative proposition constructed from Emma’s strengths 
combined with her dreams is shown in “Design” (Figure 5). Then, Figure 6 
demonstrates a list of activities to be implemented in accordance with the provocative 
proposition in order to improve Emma’s performance in the Destiny phase.  
- Outstanding Masters thesis: to discuss the criteria of a good thesis as well as the 
examiner’s from my supervisors and related sources and to perform accordingly. 
- Good studying skills: to use good reading techniques from my Honours to read 
articles or textbooks, good writing and analytical techniques, and to improve analytical 
skills by studying from the previous year outstanding theses and by submitting works to 
my supervisors and to learn from their constructive feedback. 
- Good supervision based on close rapport: to maintain the same good supervision, to 
submit works to my supervisors regularly and get constructive feedback & criticism, to 
update work in progress to my supervisors, and to feel free to discuss any issues related 
to my thesis with my supervisors at anytime. 
- Meeting the thesis deadlines: to motivate myself by thinking of the achievement with 
an aim to produce the outstanding thesis so that I can use this qualification to apply and 
get a job at the organization that I always want to work with in my home country, to 
work well under pressure, be prepare that I have had enough readings/get timely & 
constructive feedback from my supervisors, to stay focus on my thesis, and to set up a 
time table in order to submit my thesis chapters earlier. 
- Friendly and supportive environment: to visit my office regularly and share research 
experience and/or discuss some issues with my friends, other postgraduate students, my  
officemates (to give and take willingly), to call home and get support from my family 
members. 

Figure 6 Destiny: A list of activities for Emma to be implemented in order to 
improve her performance 

 
8. Summary 
TOC provides Thinking Processes and tools step by step to address the root cause of a 
problem, starting from the IO Map, to find solutions to answer the TOC critical 
questions, what to change, to what to change, and how to cause change, in order to 
improve the situation and achieve the goal. AI provides positive questions and a 4-D 
Cycle to identify the root cause of success to achieve the best possible practices.  
 
9. Reflection 
To improve Masters thesis students’ performance by using the two contrasting 
methodologies, TOC and AI, based on the interviews with the two students (Cindy and 
Emma) individually, the researcher is keen to reflect an improvement and change in 
students’ performance as follows: 
9.1 Goal versus the Affirmative Topic and Provocative Statement: 
To pursue a quality and on-time or early completion Masters thesis, students must ask 
themselves why they want to do a thesis and set up a clear goal what they want to 
achieve. TOC, known as goal oriented theory, provides the IO Map not only to establish 



  

a goal, but to identify the Critical Success Factors (CSF) and Necessary Conditions 
(NC) in order to achieve the set goal. The AI affirmative topic acts as a theme of the 
main focused activity for AI practitioners before embarking any activities. Furthermore, 
the first two “D”, Discovery and Dream, aims to lead those who are using AI to dream 
beyond boundaries after appreciating their own strengths. The Design phase produces a 
provocative proposition based on Discovery and Dream as a mission for AI users to 
move further or cause change. The accomplishment in this stage is that Masters thesis 
students have an explicit guideline from TOC to set up the IO Map, but need to spend 
enough time (for AI) to appreciate their own related strengths and dare to dream high in 
order to create motivating factors for them to pursue a quality and early or on-time 
completion thesis. Furthermore, AI’s success may depend highly on the right positive 
questions to the right interviewees.  
9.2 The improvement process and tools: 
While pursuing a Masters thesis, many students encounter several problematic issues. 
TOC provides Thinking Processes and tools to help address at the root cause of a 
problem in order to improve the problematic situations (see the examples in Figure 1-4). 
Masters thesis students who are having difficulties can see rich current pictures clearly 
from the CRT and can decide to address the core problem (rather than symptoms) 
which, once solved, will improve their performance significantly. EC, NBR and PRT 
are very helpful for the students to find the right solutions to the problem they are facing 
and to implement good actions to enhance their success. 
AI does not pay much attention to problem solving; instead AI focuses on the root cause 
of success by providing positive questions with 4-D Cycle to cause positive changes and 
improvements or aiming for the best practices by using strengths based method. By 
employing AI to interview Masters thesis students, the interviewer may need to share 
positive thesis experience with the interviewee in order to facilitate the appreciating 
moment for the interviewee. Moreover, when asking positive questions for “Dream”, it 
may be helpful if the interviewee knows the objective of asking and answering the 
questions to enhance constructing a provocative proposition. 
9.3 Effective Solutions (Figure 4 and 6): 
The researcher applied TOC to Cindy’s problematic issues and addressed how to 
improve decision making from the CRT (Figure 2). In order to improve Cindy’s 
decision making while pursuing her Masters thesis (within a limited timeframe), it is 
apparent that Cindy must work closely with her supervisor and must have an extra 
meeting to improve her decision making. The PRT provides the list of activities for 
Cindy to prepare herself and make the most out of the meeting with her supervisor. By 
applying TOC, Cindy can see the effect-cause-effect diagrams that currently lead to the 
negative impact on her goal. This becomes one of the motivating factors for Cindy to 
continue working on overcoming the problematic issues in order to achieve her goal (IO 
map). The activities yielded from the PRT will help Cindy to eliminate the related 
problems. 
On the contrary, when AI is applied to Emma’s issues (same issues as Cindy), the 
activities (Figure 6) that Emma needs to implement are based on the provocative 
proposition which was constructed from Emma’s strengths and dreams. AI has guided 
Emma to use her past achievements and strengths, determination, perseverance, self-
motivation, good studying skills and close relationship with her supervisor, and 
supportive environments (friends, family members and supervisor) to embark on 
Emma’s Masters thesis. Furthermore, Emma will need to utilize her strengths and think 
of her high dreams to overcome any obstacles and to complete her thesis prior to the 
deadlines. The implementation plan (activity plan) yielded from AI does not aim to 
eliminate the problematic issues, but to achieve what Emma has been dreaming for.  
 



  

10. Conclusion 
The researcher has just completed interviewing 15 VUW Masters thesis students and 
applied 3 approaches, TOC, AI, and Hybrid, with 5 students for each approach. 
However, due to space limitations, the Hybrid findings and analysis are not included 
here. Analysis from the research findings is being completed group by group, with a 
preliminary analysis of the first group of interviewees already completed. The 
researcher is shortly to conduct action research with Cindy (TOC), Emma (AI) and one 
more student (Hybrid), as per the research design. In this way the researcher hopes to 
understand Masters thesis students’ problems and success in greater depth and over time 
and to produce some tested guidelines to enhance Masters thesis students’ performance 
and success as well as to contribute to the methodologies and research fields. 
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Abstract 
Call Centres are of increasing importance in a society expecting 24x7 services. Most 
utility providers run call centres to support in-bound calls. In addition, a large number 
of organisations support in-bound calls in response to advertising and similar campaigns 
or out-bound calls associated with market research and social marketing work. Despite 
improvements in telecommunications, and ICT in general, the cost of such services is 
increasing in terms of staffing costs. Thus, increasingly New Zealand organisations are 
outsourcing call centres to Asian countries, such as India and the Philippines.  

It is necessary to run efficient operations to gain competitive work and to save jobs. 
A good metrics collection program is needed to understand call centre dynamics and to 
competitively price contracts and to run the different operations. In this paper we 
analysis a call centre’s phone logs to understand the various factors that influence the 
efficiency of handling out-bound calls. The variables examined include the type of 
campaign, the call length, the response rate, the call outcome, individual differences 
between operators and learning effects during the course of the campaign.  

This information can be used to price the calls per completion and to fine-tune the 
call centre operation during individual campaigns. 
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Abstract

The choice of a plan for radiotherapy treatment for an individual cancer patient
requires the careful trade-off between the goals of delivering a sufficiently high radia-
tion dose to the tumour and avoiding irradiation of critical organs and normal tissue.
This problem can be formulated as a multi-objective linear programme (MOLP). In
this talk we present a method to compute a finite set of non-dominated points that
can be proven to uniformly cover the complete non-dominated set of an MOLP
(a finite representation). This method generalises and improves upon two existing
methods from the literature. We apply this method to the radiotherapy treatment
planning problem, showing some results for clinical cases. We illustrate how the
method can be used to support clinician’s decision making when selecting a treat-
ment plan. The treatment planner only needs to specify a threshold for recognising
two treatment plans as different and is able to interactively navigate through the
representative set without the trial-and-error process often used in practice today.

Key words: Radiation therapy, multi-objective optimisation, linear programming,
finite representation.

1 Radiation Therapy for Cancer

Apart from surgery and chemotherapy, radiation therapy is a major treatment mode
for cancer. Ionising radiation damages the deoxyribonucleic acid (DNA) of cells. Al-
though this affects both healthy and cancerous cells, non-cancerous cells are able to
reproduce even with slightly damaged DNA, whereas even small amounts of DNA
damage renders cancerous cells incapable of reproducing. Radiation therapy exploits
this therapeutic advantage to focus radiation so that enough dose is delivered to the
targeted region to damage the cancerous cells while sparing surrounding anatomi-
cal structures. In intensity modulated radiation therapy (IMRT) based on photon
or electron beams, which we are concerned with in this paper, several beams are



focused on the tumour from usually between three and nine directions. The cumu-
lative effect of intersecting beams enables a high dose delivered to the tumour while
spreading the dose to healthy organs out to keep it low. The intensity of radiation
(the irradiation time) can be modulated across each beam using a mechanical de-
vice called multi-leaf collimator (MLC) that blocks out areas of the beam by moving
metal leaves into the beam, essentially decomposing the beam into a large number
of sub-beams (also called beamlets or bixels). This technique allows conformation
of the beam to the shape of the tumour and further reduction of dose to healthy
tissues. An IMRT treatment plan needs to specify the beam directions, the inten-
sity for each bixel of each beam (called intensity patterns or fluence maps), and a
schedule for the movements of the collimator leaves to deliver the optimised fluence
maps. While IMRT allows much more precise and higher quality treatments than
conventional open field or conformal radiotherapy it also increases the complexity
of the planning process due to the very large number of parameters that need to
be specified. This gives rise to the optimisation problems of choosing optimal beam
directions, intensities, and delivery schedules. Because of this, operations research
methods have increasingly been applied to IMRT in the last decade, as the survey
by Ehrgott et al. (2008) shows. In this paper we deal with the determination of
optimal intensities.

Knowing the intensities of all bixels of all beams, the radiation dose (measured in
gray, Gy, 1 Gy = 1 J/kg) delivered to a point in the patient body can be calculated.
To that end the patient body is discretised into 3D volume elements (voxels) and dose
is calculated at one point per voxel. We write the intensities as a vector of variables
x = (xj)j=1,...,n and let aij denote the dose delivered to voxel i with unit intensity
applied at bixel j. The values aij can be computed using models of the physical
behaviour of radiation as it interacts with matter. They define a dose deposition
matrix A = (aij)i=1,...,m;j=1,...,n and the dose distribution vector d = (di)i=1,...,m can
be calculated as d = Ax (see e.g. Ehrgott et al. (2008) and references therein).

At the beginning of the radiotherapy treatment process an oncologist will pre-
scribe a dose to be delivered to the tumour. To maximise tumour control probability,
this dose is to be uniformly delivered to all tumour voxels. On the other hand, the
oncologist will also prescribe tolerable dose levels for critical organs close to the tu-
mour and other normal tissue. To minimise the probability of complications from
radiotherapy treatment, these dose levels ought not to be exceeded. However, radi-
ation has to travel through normal tissue to reach the tumour site and it is usually
not possible to exactly achieve the prescribed dose levels. Hence the determination
of intensities pursues contradictory goals. Below, we formulate the beam intensity
optimisation problem as a multi-objective linear programme (MOLP):

min (α, β, γ)
s.t. TLB − αe 5 AT x 5 TUB

ACx 5 CUB + βe
ANx 5 NUB + γe

0 5 α 5 αu

−min CUB 5 β 5 βu

0 5 γ 5 γu

0 5 x,

(1)

where e is the vector in which each entry is 1, AT , AC , AN are sub-matrices of A
consisting of the rows of A pertaining to voxels in the tumour, critical organs, and



normal tissue, respectively. TLB, TUB,CUB,NUB are vectors of lower and upper
bounds on the dose delivered to tumour, critical organ, and normal tissue voxels,
respectively. These are derived from the oncologists prescription doses.

Formulation (1) is a modification of the elastic constraint linear programme of
Holder (2003) where we omit weighting factors for the objectives but include upper
bounds on the objective function values. The objective functions are to minimise
the maximum deviations α, β, γ from tumour lower bounds, critical organ upper
bounds, and normal tissue upper bounds. The constraints ensure that α, β, γ are
defined properly, that they do not exceed clinically relevant values αu, βu, and γu and
that the physical constraint of non-negative intensity is met. Notice that negative
values of β are possible and encouraged as they mean that the dose delivered to
critical structures is below the tolerable limit. The size of problem (1) in a clinical
case can be very large. Modern MLCs allow 1,600 bixels per beam. With nine beams
this means about 15,000 variables and possibly in the order of 100,000 constraints,
depending on the voxel resolution. Solving (1) is therefore a challenge.

In Section 2 we summarise existing methods to solve multi-objective linear pro-
grammes such as (1) and the ways treatment plans are computed in clinical practice
today. We argue that the algorithms may not be suitable for clinical practice, while
clinical treatment planning methods do not appropriately account for the mathe-
matical nature of the optimisation model (1). Hence, in Section 3 we present a new
approach which addresses this mismatch between theory and practice. Our method
is based on computing a finite set of solutions of an MOLP whose objective func-
tion vectors “represent” the infinite set of non-dominated points in the objective
space of an MOLP in the sense that they are uniformly distributed over the whole
non-dominated set. In the radiotherapy treatment planning problem, each of these
solutions represents a possible treatment plan that can be presented to a treatment
planner. Hence, the treatment planner can easily navigate among the finite set of
treatment plans to identify the most suitable one for the individual patient. Nev-
ertheless, there is a (mathematical) assurance that the range of possible trade-offs
between the goals of tumour control and healthy tissue protection is represented in
the computed treatment plans. In Section 4 we apply our method to a radiotherapy
treatment example and illustrate the process of selecting a plan. Finally, in Section
5 we draw some conclusions and point out directions of future research.

2 Solving Multi-objective Linear Programmes and Finding
Treatment Plans

A multi-objective linear programme can be written as the following optimisation
problem:

min{Cx : Ax = b, x ≥ 0}, (2)

where C is a p× n matrix of objective function coefficients, x is a vector of decision
variables of length n, A is an m×n matrix of constraint coefficients, and b is a vector
of right hand side values of length m. The aim of (2) is to simultaneously minimise
p ≥ 2 objective functions. Thus, because vectors in Rp are not always comparable,
the following definition of minimisation is used. A feasible solution x̂ of (2) is called
efficient if there is no other feasible solution x such that Cx 5 Cx̂ and Cx 6= Cx̂.
If x̂ is efficient then ŷ = Cx̂ is called non-dominated. Solving (2) therefore means
finding the set of efficient solutions XE or the set of non-dominated points YN . Since
X = {x ∈ Rn : Ax = b, x = 0} is a polyhedron, so is Y = {Cx : x ∈ X}. Hence,



unless in trivial cases, XE and YN are connected (but non-convex) subsets of the
surface of polyhedra X and Y , respectively.

MOLPs have been studied since the 1960s and a variety of solution approaches
have been developed. We shall briefly review the main approaches here, but refer to
Ehrgott and Wiecek (2005) and references therein for more details. Most attention
has been given to algorithms based on extensions of the simplex method of linear
programming. These rely on the fact that basic feasible solutions of (the constraints
of) (2) correspond to extreme points of X. Basic feasible solutions corresponding
to efficient extreme points of X are hence called efficient. It can be shown that ef-
ficient basic feasible solutions can be identified using some generalised reduced cost
criterion, and that efficient basic feasible solutions are connected via so-called effi-
cient pivots. Hence, the single objective simplex algorithm can be extended to pivot
among efficient basic feasible solutions and thereby identify XE. The major draw-
back of the simplex approach is the possibly very large number of efficient extreme
points. It is easy to construct examples, where this number increases exponentially
in both the number of objectives p and the number of variables n.

The advent of interior point methods for linear programming also stimulated
some interest in interior point methods for MOLP. There is, however, a fundamental
problem with the applicability of the interior point paradigm. Interior point methods
converge to a single solution. To date, no algorithm has been proposed that can
identify the whole set XE – it seems that at best a face of XE can be identified
(Abhyankar et al., 1990).

The fact that the number of efficient extreme points can be very large together
with the observations that p is in general much smaller than n, and that often
many efficient solutions map to the same non-dominated point has given rise to
another approach, which attempts to solve (2) in objective space. Such objective
space method focus on finding YN . For any element of YN a corresponding solution
x ∈ XE can be calculated via solving a linear programme, if necessary. Skipping
the historical development, we just mention Benson’s algorithm (Benson, 1998).
This algorithm first defines a polyhedron S containing Y then proceeds to compute
supporting hyperplanes to Y , adding them to the description of S, until YN is known.
Recent advances in duality theory for MOLP (Heyde and Löhne, 2008) have also
made it possible to develop a dual version of Benson’s algorithm (Ehrgott et al.,
2007).

Despite the advantage of objective space methods over simplex based algorithms,
the application to the very large problems arising in radiation therapy ((1) may
have hundreds of thousands of constraints and thousands of variables), they may
still result in unacceptable computation times. Shao and Ehrgott (2008a) and Shao
and Ehrgott (2008b) have previously developed approximation algorithms based
on Benson’s algorithm and its dual variant. These allow to compute YN to some
specified accuracy, which leads to considerable savings in computation time, see also
Shao and Ehrgott (2008c).

We can conclude here that algorithms to solve (2) are designed to compute XE

or YN (or to approximate these sets. But is that what is needed in radiotherapy
treatment planning in practice? After all, the radiotherapist needs a treatment plan
(defined by a feasible solution x of (1). Naturally, this plan should be an efficient
solution. Realising that simplex methods are not applicable to very large scale prob-
lems and that interior point methods appear to be not useful at all one would need to
resort to (exact or approximate) objective space method. For the treatment planner
this entails selecting the most preferable treatment plan by selecting y from YN , i.e.



based on the outcome (dose distribution) of a treatment and then implementing the
corresponding plan x with Cx = y. This is quite reasonable, as planners are used
to judging treatments by the resulting dose distribution (i.e. d = Ax) rather than
its intensity x. However, YN is an infinite continuous set (a subset of the faces of a
polyhedron). So the issue of how to choose y from YN needs to be addressed.

Let us now consider the practice of radiotherapy planning. In “the old days”
a forward approach was used. I.e. radiation intensities were selected and the re-
sulting dose distribution calculated. This process was repeated until a satisfactory
treatment was found. Improvements in technology made this approach obsolete
and computerised treatment planning systems became the norm. These systems
are based on a forward approach, i.e. a desired dose distribution is specified (e.g.
via the lower and upper bounds incorporated in (1)) and a matching intensity x is
calculated. This is usually done by formulating and solving an optimisation problem
with the objective of minimising a weighted deviation between the calculated and
desired dose distribution, in other words, in the LP setting we use in this paper,
minimising w1α + w2β + w3γ with the constraints of (1), see Holder (2003). Thus,
“importance weights” w1, w2, w3 are selected, the optimal x is calculated, and if nec-
essary the process is repeated with different weights until a satisfactory treatment
plan is found. There is some justification for this approach via Isermann’s theorem
(Isermann, 1974) which states that a feasible solution x̂ of (2) is efficient if and only
if there is a vector w ∈ Rp, w > 0 such that x̂ is an optimal solution of the single
objective LP

min{wT Cx : Ax = b, x = 0}.
So the current clinical approach guarantees that an efficient solution is chosen. How-
ever, there is a problem with the trial-and-error method of selecting w. It is well
known mathematically that widely different weights w may result in one and the
same efficient solution; it is equally well known that very similar weights w may
result in drastically different efficient solutions. In short, too little information is
available about the relationship between positive weights w and efficient solution x
to be used in a trial-and-error process in clinical practice.

To conclude, we observe a mismatch between the mathematical algorithms to
solve MOLPs, which are not necessarily useful for practical application in a clinical
context, and current clinical practice which lacks mathematical justification. In the
next section we present an approach to address this mismatch.

3 Finite Representation of Non-dominated Sets

In this section we present a different approach to solve MOLPs. Rather than at-
tempting to compute XE or YN we attempt to find a finite subset R of YN (and the
associated efficient solutions) that “represents” YN , i.e. we require the cardinality
of R to be “reasonable”, that there is no large area of YN which does not contain an
element of R and that the points of R are not too close together. We formalise this
next.

Definition 1 A finite representation of YN is a subset R of YN such that |R| < ∞.

To formalise the above mentioned quality criteria we follow Sayin (2000) who first
introduced them. Let d be a metric on Rn. The coverage error ε of the representation
R of the non-dominated set YN is defined as

ε := max
y∈YN

min
r∈R

d(y, r).



The uniformity level δ of the representation R of the non-dominated set YN is defined
as

δ := min
r1,r2∈R

d(r1, r2).

A good representation R of YN has small cardinality |R|, small coverage error ε
and a high uniformity level δ.

Definition 2 Let R be a representation of YN , d a metric and ε > 0 and δ > 0 be
real numbers.

• R is called a dε-representation of YN if for any y ∈ YN , there exists r ∈ R such
that d(y, r) 5 ε.

• R is called a δ-uniform dε-representation if minr1,r2∈R,r1 6=r2{d(r1, r2)} ≥ δ.

There are several methods in the literature that describe algorithms to compute
finite representations. The global shooting method (Benson and Sayin, 1997) is
guaranteed to cover the whole non-dominated set, but it is possible to construct
examples for which the uniformity level is arbitrarily bad. The normal boundary
intersection method of (Das and Dennis, 1998) on the other hand produces rep-
resentations with good uniformity, but it can be shown that the majority of YN

may not be represented in problems with p = 3 objectives. The normal constraint
method (Messac et al., 2003) has been reported to result in good coverage and good
uniformity, but there are no theoretical results ensuring this.

Our revised boundary intersection method – illustrated for an MOLP with two
objectives in Figure 1 – combines features of both global shooting and normal bound-
ary intersection and avoids their disadvantages. We summarise the description given
in Shao and Ehrgott (2007) in Algorithm 1. For simplicity of exposition we assume
that YN is bounded.
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Figure 1: The simplex S (triangle), de-
fined by yAI and the non-dominated point
ŷ contains the feasible set Y . Equi-
distantly spaced reference points are lo-
cated on the reference plain Ŝ support-
ing Y in ŷ (diagonal line). The reference
points are projected to Y (indicated by
arrows). Some projections do not yield
points in Y (top left) and some may be
dominated (indicated by an x). The non-
dominated points (dots on the boundary
of Y ) are uniformly distributed and cover
all of YN .

Note here that the only input parameter (apart from the MOLP data) required for
the procedure is the distance of the reference points ds. This determines the number
of reference points, which is an upper bound on |R|. The following theorem asserts
the uniformity level of R. We use the Euclidean distance to measure distances.

Theorem 1 Let R be the representation of YN obtained Algorithm 1 and let q1, q2

be two reference points with d(q1, q2) = ds that yield non-dominated representative
points r1, r2. Then ds 5 d(r1, r2) 5

√
pds. Hence R is a ds-uniform representation

of YN .



Algorithm 1 Revised Normal Boundary Intersection Method

1: Input: MOLP data A, b, C and ds > 0.
2: Find yAI defined by yAI

k = max{yk : y ∈ Y }, k = 1, . . . , p.
3: Find a non-dominated point ŷ by solving the LP φ := min{eT y : y ∈ Y }.
4: Compute p + 1 points vk, k = 0, . . . , p in Rp as follows:

vk
l =

{
yAI

l , if l 6= k,
φ + ŷk − eT v0 if l = k,

for l = 1, 2, . . . , p.

The convex hull S of {v0, . . . , vp} is a simplex containing Y . The convex hull Ŝ
of {v1, . . . , vp} is a hyperplane with normal e supporting Y in ŷ.

5: Compute equally spaced reference points qi with distance ds on Ŝ.
6: For each reference point q solve the LP min{t : q + te ∈ Y, t ≥ 0}. If this LP is

infeasible, the ray q + te does not intersect Y , otherwise for the optimal value t̂,
q = t̂y ∈ Y . Note that the LP cannot be unbounded.

7: For each weakly non-dominated point ŷ found in the previous step solve the LP
min{eT y : y ∈ Y, y 5 ŷ}. It holds that ŷ is non-dominated if and only if it is an
optimal solution of this LP.

8: Output: Representation R consisting of the non-dominated points confirmed
in Step 7.

To assure the coverage we note that YN is the union of maximal nondominated
faces Y j of Y . Let Sj be the projection of Y j on Ŝ in direction e, i.e. the projection
of YN on Ŝ is Y p

N = ∪jS
j. Let the width w(S) of a subset S of Ŝ be the smallest

distance between any two parallel supporting hyperplanes of S.

Theorem 2 Let R be the representation of YN obtained from Algorithm 1 and as-
sume that w(Sj) = ds for each subset Sj of the projection of YN on Ŝ. Then R is a
ds-uniform d√pds-representation of YN .

4 Application to a Radiotherapy Treatment Case

We illustrate our method using a (simplified) clinical case, namely an acoustic neu-
roma, see Figure 2. The representative set is depicted in Figure 3.

Figure 2: The acoustic neuroma is a brain tumour.
On the simplified CT image it is shown in light gray
and borders the brain stem in the centre. The problem
(based on 3 CT images and 3mm voxel size) has 78 tu-
mour voxels, 472 critical organ voxels, 6778 normal tis-
sue voxels and 597 bixels. The lower and upper bounds
for the tumour dose are 57.58 and 61.14, respectively.
The upper bound for the dose to critical organs is 50
Gy for the brain stem and 5 Gy for the eyes. The upper
bound for normal tissue is set to zero. The resulting
MOLP (1) has dimension m = 7.410, n = 600, p = 3.

At the beginning of a planning session, one of the non-dominated points is chosen.
We choose a point that is centrally located in R. This point is shown as � in
Figure 3 and has objective function values α = 3.88, β = 2.37, γ = 36.35. This
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Figure 3: The distance of the reference
points is ds = 3.47, equivalent to 153 ref-
erence points. 22 nondominated points are
found in 140 seconds of computation time.
The points marked by different symbols
are referred to in the simulated planning
session.

means that there is a tumour voxel that receives 3.88 Gy less than the lower bound
of 57.58, a critical organ voxel that receives 2.37 Gy more than its desired upper
bound and a normal tissue voxel that receives 26.53 Gy. Figure 4 illustrates the dose
distribution and dose volume histograms (DVHs) for this plan. The dose distribution
shows isodose curves overlaid on contours of tumour and organs. The dose volume
histogram shows the dose (as a fraction of prescribed tumour dose) by percentage of
organ volume, i.e. a point (a, b) on one of the curves means that a% of the volume
receive a dose of b% of the prescribed tumour dose or more.
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Figure 4: Plan 1, objective values (3.882, 2.366, 36.354) depicted by � in Figure 3.

Considering an improvement of the objective value for the tumour, which is
achievable with tolerable deteriorating to the objective values for the critical organs
and normal tissue, the planner may decide on the plan which is depicted by + in
Figure 3 with the objectives (2.663, 6.048, 37.585). Dose distribution and DVHs are
shown Figure 5. Alternatively, the planner may consider a plan with better objective
value for the critical organs and the normal tissue, such as the plan depicted by ♦
in Figure 3 with objectives (5.231,−1.185, 35.253). Its dose distribution and DVHs
are shown in Figure 6.
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Figure 5: Plan 2, objective values (2.663, 6.048, 37.585) depicted by + in Figure 3.
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Figure 6: Plan 3, objective values (5.231, -1.185, 35.253) depicted by � in Figure 3.

Additionally, if the planner wants a better objective value for the tumour by
deteriorating the objective value for the normal tissue, he may consider the plan
depicted by � in Figure 3 with objective values (2.770,−1.196, 37.693). Dose dis-
tribution and DVHs are shown in Figure 7. If he wants a better objective value for
the normal tissue, he may also consider the plan depicted by B in Figure 3 with
the objectives (5.148, 6.083, 35.170). Its dose distribution and DVHs are shown in
Figure 6.
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Figure 7: Plan 4, objective values (2.770, -1.196, 37.693) depicted by � in Figure 3.
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Figure 8: Plan 5, objective values (5.148, 6.083, 35.170) depicted by B in Figure 3.

In this simulated treatment session, a treatment planner’s workflow does not
change significantly from current practice. The optimisation problem is set up and
plans are calculated by the treatment planning system. The planner visualises and
assesses the suitability of treatment plans exactly as in current practice. However,
there are significant differences in the support for the workflow:

• Computation and selection are de-coupled because multiple plans are calcu-
lated in parallel, rather than sequentially. Hence the trial-and-error process of
selecting weights and re-optimising is eliminated and replaced with an on-line
plan selection tool, reducing planning time.



• There is a guarantee that the whole nondominated set is covered, hence a better
chance to find the best plan for the patient using a systematic exploration of
efficient treatment plans.

• The price for this is the specification of the parameter δ, which can be in-
terpreted as a measure of difference between dose distributions (and has unit
Gy). This threshold is easily understood and specified by planners.

5 Conclusion

In this paper we have presented a new approach for computing a finite set of points
representing the non-dominated set of an MOLP in objective space. We have applied
this method to the problem of finding a suitable treatment plan for radiotherapy
of cancer and demonstrated that this approach allows a multi-plan approach to the
treatment planning problem that is appropriate to the multi-objective nature of the
problem and close to treatment planners current practice, while also mathematically
justified.

Further challenges include the solution of large scale problems that occur in
clinical cases and the numerical issues arising from that. In practice, the intensity
problem is closely related to the problem of finding optimal beam directions and
delivery schedules on the MLCs. Integrating the beam intensity problem with either
of those would be an important step towards an ultimate goal of solving the radio-
therapy treatment problem as an integrated optimisation problem including beam
selection, intensity optimisation, and delivery planning.
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Abstract 
Inventory Routing Problems (IRP) deal with how to manage the activity of supplying 
one or several goods from one or several origins to one or several destinations during 
some finite or infinite time horizon, considering both routing and inventory issues. The 
IRP is formulated as a mixed integer program with the objective of minimizing the costs 
associated with making deliveries in a specific time period to a widely dispersed set of 
customers. In this paper, we introduce a modified simulated annealing algorithm (SA) 
approach for the inventory routing problem. We present the suitable solution 
representation and moving method to improve the performance of SA algorithm. 
Finally, we compare our algorithm with genetic algorithm approach from literature. Our 
findings shows SA based method make some advantages. 
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Abstract 
Using a knowledge discovery approach, we seek insights into the relationships 

between problem structure and the effectiveness of scheduling heuristics. A large 
collection of 75,000 instances of the single machine early/tardy scheduling problem is 
generated, characterized by six features, and used to explore the performance of two 
common scheduling heuristics. The best heuristic is selected using rules from a decision 
tree with accuracy exceeding 97%. A self-organizing map is used to visualize the 
feature space and generate insights into heuristic performance. This paper argues for 
such a knowledge discovery approach to be applied to other optimization problems, to 
contribute to automation of algorithm selection as well as insightful algorithm design. 

 

1 Introduction   
It has long been appreciated that knowledge of a problem’s structure and instance 
characteristics can assist in the selection of the most suitable algorithm or heuristic [1, 
2]. The No Free Lunch theorem [3] warns us against expecting a single algorithm to 
perform well on all classes of problems, regardless of their structure and characteristics. 
Instead we are likely to achieve better results, on average, across many different classes 
of problem, if we tailor the selection of an algorithm to the characteristics of the 
problem instance.  

As early as 1976, Rice [1] proposed a framework for the algorithm selection 
problem. There are four essential components of the model:  

• the problem space P represents the set of instances of a problem class;  
• the feature space F contains measurable characteristics of the instances generated 

by a computational feature extraction process applied to P;  
• the algorithm space A is the set of all considered algorithms for tackling the 

problem; 
• the performance space Y represents the mapping of each algorithm to a set of 

performance metrics. 

                                                 
 



In addition, we need to find a mechanism for generating the mapping from feature 
space to algorithm space. The Algorithm Selection Problem can be formally stated as: 
For a given problem instance x ∈  P, with features f(x) ∈  F, find the selection mapping 

S(f(x)) into algorithm space A, such that the selected algorithm α ∈  A maximizes the 

performance mapping y(α(x)) ∈  Y. The collection of data describing {P, A, Y, F} is 
known as the meta-data. 

There have been many studies in the broad area of algorithm performance 
prediction, which is strongly related to algorithm selection in the sense that supervised 
learning or regression models are used to predict the performance ranking of a set of 
algorithms, given a set of features of the instances. In the AI community, most of the 
relevant studies have focused on constraint satisfaction problems like SAT, using 
solvers like CPLEX or heuristics (A), and building a regression model (S) to use the 
features of the problem structure (F) to predict the run-time performance of the 
algorithms (Y). Studies of this nature include Leyton-Brown and co-authors [5-7].. In 
recent years these studies have extended into the algorithm portfolio approach [4] and a 
focus on dynamic selection of algorithm components in real-time [8, 9].  

In the machine learning community, research in the field of meta-learning has 
focused on classification problems (P), solved using typical machine learning classifiers 
such as decision trees, neural networks, or support vector machines (A), where 
supervised learning methods (S) have been used to learn the relationship between the 
statistical and information theoretic measures of the classification instance (F) and the 
classification accuracy (Y).  The term meta-learning [10] is used since the aim is to 
learn about learning algorithm performance.  

For many NP-hard optimization problems, such as scheduling, there is a great deal 
we can discover about problem structure which could be used to create a rich set of 
features. Landscape analysis (see [11-12]) is one framework for measuring the 
characteristics of problems and instances, and there have been many relevant 
developments in this direction, but the dependence of algorithm performance on these 
measures is yet to be completely determined [13].  

In this paper we present a methodology encompassing both supervised and 
unsupervised knowledge discovery processes on a large collection of meta-data to 
explore the problem structure and its impact on algorithm suitability. The problem 
considered is the early/tardy scheduling problem, described in Section 2. The 
methodology and meta-data is described in section 3, comprising 75,000 instances (P) 
across a set of 6 features (F). We compare the performance of two common heuristics 
(A), and measure which heuristic produces the lowest cost solution (Y). The mapping S 
is learned from the meta-data {P, A, Y, F} using knowledge derived from self-
organizing maps, and compared to the knowledge generated and accuracy of the 
performance predictions using the supervised learning methods of neural networks and 
decision trees. Section 4 presents the results of this methodology, including decision 
tree rules and visualizations of the feature space, and conclusions are drawn in Section 
5. 

2 The Early/Tardy Machine Scheduling Problem 
Research into the various types of E/T scheduling problems was motivated, in part, 

by the introduction of Just-in-Time production, which required delivery of goods to be 
made at the time required.  Both early and late production are discouraged, as early 



production incurs holding costs, and late delivery means a loss of customer goodwill.  A 
summary of the various E/T problems was presented in [14] which showed the NP-
completeness of the problem. 

2.1 Formulation 

The E/T scheduling problem we consider is the single machine, distinct due date, 
early/tardy scheduling problem where each job has an earliness and tardiness penalty 
and due date.  Once a job is dispatched on the machine, it runs to completion with no 
interruptions permitted. The objective is to minimise the total penalty produced by the 
schedule.  The objective of this problem can be defined as follows:  
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where n is the number of jobs to be scheduled,  ci is the completion time of job i, di is 
the due date of job i, αiis the penalty per unit of time when job i is produced early,  βi is 
the penalty per unit of time when job i is produced tardily, and |x|+ = x if x > 0, or 0 
otherwise.  We also define pi as the processing time of job i. The decision variable is 
the completion time ci of job i. 

The objective of this problem is to schedule the jobs as closely as possible to their 
due dates; however the difficulty in formulating a schedule occurs when it is not 
possible to schedule all jobs on their due dates, which also causes difficulties in 
managing the many tradeoffs between jobs competing for processing at a given time 
[15]. Two of the simplest and most commonly used dispatching heuristics for the E/T 
scheduling problem are the Earliest Due Date and Shortest Processing Time heuristics.   

2.2 Earliest Due Date (EDD) heuristic 

The EDD heuristic orders the jobs based on the date the job is due to be delivered to the 
customer.  The jobs with the earliest due date are scheduled first, while the jobs with the 
latest due date are scheduled last.  After the sequence is determined, the completion 
times of each job are then calculated using the optimal idle time insertion algorithm of 
Fry, Armstrong and Blackstone [16].  For single machine problems, EDD is known to 
be the best rule to minimise the maximum lateness, and therefore tardiness, and also the 
lateness variance.  

2.3 Shortest Processing Time (SPT) heuristic 

The SPT heuristic orders the jobs based on their processing time. The jobs with the 
smallest processing time are scheduled first, while the jobs with the largest processing 
time are scheduled last; this is the fastest way to get most of the jobs completed quickly.  
Once the SPT sequence has been determined, the job completion times  are calculated 
using the optimal idle time insertion algorithm [16].  The “weighted” version of the SPT 
heuristic, where the order is determined by pi/βi, is used in part by many E/T heuristics, 
as this order can be proven to be optimal for parts of a given schedule.  

3 Methodology 
In this section we describe the meta-data for the E/T scheduling problem in the form of 
{P, A, Y, F}. We also provide a description of the machine learning algorithms applied 
to the meta-data to produce rules and visualizations of the meta-data. 



3.1 Meta-Data for the E/T Scheduling Problem 

The most critical part of the proposed methodology is identification of suitable features 
of the problem instances that reflect the structure of the problem and the characteristics 
of the instances that might explain algorithm performance. Generally there are two main 
approaches to characterizing the instances: the first is to identify problem dependent 
features based on domain knowledge of what makes a particular instance challenging or 
easy to solve; the second is a more general set of features derived from landscape 
analysis [17]. In the case of the generalised single machine E/T scheduling problem 
however, there is sufficient differentiation power in a small collection of problem-
dependent features that we can derive rules explaining the different performance of the 
two heuristics.  

In this paper, each n-job instance of the generalised single machine E/T scheduling 
problem has been characterized by the following features. 

1. Number of jobs to be scheduled in the instance, n 
2. Mean Processing Time p : The mean processing time of all jobs in an instance 
3. Processing Time Range pσ : The range (max – min) of the processing times of all 

jobs in the instance 
4. Tardiness Factor τ :  Defines where the average due date occurs relative to, and as 

a fraction of the total processing time of all jobs in the instance.  A positive 
tardiness factor indicates the proportion of the schedule that is expected to be 
tardy, while a negative tardiness factor indicates the amount of idle time that is 
expected in the schedule as a proportion of the total processing time of all jobs in 
the sequence.  Mathematically the tardiness factor was defined by Baker and 

Martin [18] as: 
∑
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5. Due Date Range factor Dσ : Determines the spread of the due dates from the 
average due date for all jobs in the instance, normalized by the size of processing 

times.  It is defined as 
∑
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σ , where b is the maximum due date in the 

instance and a is the minimum due date in the instance, and is a fraction of the 
total processing time needed for the instance 

6. Penalty Ratio ρ :  The maximum over all jobs in the instance of the ratio of the 
tardy penalty to the early penalty. 

 
Any instance of the problem, whether contained in the meta-data set or generated at 

a future time, can be characterized by this set of six features. It is not the only possible 
set of features but, as the results presented later in this paper demonstrate, it captures the 
essential variation in instances needed to accurately predict heuristic performance. 
Since we are comparing the performance of only two heuristics, we can create a single 
binary variable to indicate which heuristic performs best for a given problem instance. 
Let Yi=1 if EDD is the best performing heuristic (lowest objective function) compared 
to SPT for problem instance i, and Yi=0 otherwise (SPT is best). The meta-data then 
comprises the set of six-feature vectors and heuristic performance measure (Y), for a 
large number of instances, and the task is to learn the relationship between features and 
heuristic performance. 

In order to provide a large and representative sample of instances for the meta-data, 
an instance generator was created to span a range of values for each feature. Problem 
instances were then generated for all combinations of parameter values.  Note that these 



parameters are targets for the instances and the random generation process may create 
slight variation from these target values.  The parameter settings used were: 

• problem size (number of jobs, n): 20-100 with increments of 20 (5 levels) 
• target processing time range pσ : processing times randomly generated with a  

range (pmax – pmin) of 2-10 with increments of 2 (5 levels).   
• target due date range factor Dσ as a proportion of total processing time:  ranges 

from 0.2 to 1 in increments of 0.2 (5 levels)  
• target tardiness factor τ as a proportion of total processing time: ranges from 0 

(all jobs should complete on time) to 1 (all jobs should be late) in increments of 
0.2 (6 levels)  

• penalty ratio ρ : 1-10  with increments of 1 (10 levels) 
From these parameters the following instance data can be generated: 
• processing times pi : calculated within the processing time range. 
• processing time means p : calculated from the randomly generated pi 
• due dates di : due dates randomly generated within the due date range and offset 

by the tardiness factor.   
To calculate the actual pσ, actual Dσ and actual τ we use the actual pi, di of the 

problem rather than the target values. Ten instances using each parameter setting were 
then generated, giving a total of 5 (size levels) x 5 (processing time range levels) x 6 
(tardiness factor levels) x 5 (due date range factor levels) x 10 (penalty ratio levels) x 10 
(instances) = 75,000 instances. 

 A correlation analysis between the instance features and the Y values across all 
75,000 instances reveals that the only instance features that appear to correlate (linearly) 
with heuristic performance are the tardiness factor (correlation = -0.59) and due date 
range factor (correlation = 0.44). None of the other instance features appear to have a 
linear relationship with algorithm performance. Clearly due date range factor and 
tardiness factor correlate somewhat with the heuristic performances, but it is not clear if 
these are non-linear relationships, and if either of these features with combinations of 
the others can be used to seek greater insights into the conditions under which one 
heuristic is expected to outperform the other. 

Using Rice’s notation, our meta-data can thus be described as: 
• P = 75,000 E/T scheduling instances 
• A = 2 heuristics (EDD and SPT) 
• Y = binary decision variable indicating if EDD is best compared to SPT (based 

on objective function which minimizes weighted deviation from due dates) 
• F = 6 instance features (problem size, processing time mean, processing time 

range, due date range factor, tardiness factor and penalty ratio). 

3.2 Knowledge Discovery on the Meta-Data 

When exploring any data-set to discover knowledge, there are two broad approaches. 
The first is supervised learning (aka directed knowledge discovery) which uses training 
examples – sets of independent variables (inputs) and dependent variables (outputs) - to 
learn a predictive model which is then generalized for new examples to predict the 
dependent variable (output) based only on the independent variables (inputs). This 
approach is useful for building models to predict which algorithm or heuristic is likely 
to perform best given only the feature vector as inputs. The second broad approach to 
knowledge discovery is unsupervised learning (aka undirected knowledge discovery) 
which uses only the independent variables to find similarities and differences between 



the structure of the examples, from which we may then be able to infer relationships 
between these structures and the dependent variables. This second approach is useful 
for our goal of seeking greater insight into why certain heuristics might be better suited 
to certain instances and, rather than just building predictive models of heuristic 
performance. 

In this section we briefly summarise the machine learning methods we have used for 
knowledge discovery on the meta-data.  
Neural Networks.  
As a supervised learning method [19], neural networks can be used to learn to predict 
which heuristic is likely to return the smallest objective function value. A training 
dataset is randomly extracted (80% of the 75,000 instances) and used to build a non-
linear model of the relationships between the input set (features F) and the output 
(metric Y). Once the model has been learned, its generalisation on an unseen test set 
(the remaining 20% of the instances) is evaluated and recorded as a percentage accuracy 
in predicting the superior heuristic. This process is repeated ten times for different 
random extractions of the training and test sets, to ensure that the results were not 
simply an artifact of the random number seed. 
Decision Tree 
A decision tree [20] is also a supervised learning method, which uses the training data 
to successively partition the data, based on one feature at a time, into classes. The goal 
is to find features on which to split the data so that the class membership at lower leaves 
of the resulting tree is as “pure” as possible. In other words, we strive for leaves that are 
comprised almost entirely of one class only. The rules describing each class can then be 
read up the tree by noting the features and their splitting points. Ten-fold cross 
validation is also used in our experiments to ensure the generalisation of the rules. 
Self-Organizing Maps 
Self-Organizing Maps (SOMs) are the most well-known unsupervised neural network 
approach to clustering. Their advantage over traditional clustering techniques such as 
the k-means algorithm lies in the improved visualization capabilities resulting from the 
two-dimensional map of the clusters. Often patterns in a high dimensional input space 
have a very complicated structure, but this structure is made more transparent and 
simple when they are clustered in a lower dimensional feature space. Kohonen [21] 
developed SOMs as a way of automatically detecting strong features in large data sets. 
SOMs find a mapping from the high dimensional input space to low dimensional feature 
space, so any clusters that form become visible in this reduced dimensionality.  

For our experiments we randomly split the 75000 instances into training data (50000 
instances) and test data (25000 instances). We use the Viscovery SOMine software 
(www.eudaptics.com) to cluster the instances based only on the six features as inputs. 
After the clustering of the training instances, the distribution of Y values is examined 
within each cluster, and knowledge about the relationships between instance structure 
and heuristic performance is inferred and evaluated on the test data. 

4 Experimental Evaluation 

4.1 Supervised Learning Results 

Both the neural network and decision tree algorithms were able to learn the 
relationships in the meta-data, achieving greater than 97% accuracy (on ten-fold cross-
validation test sets) in predicting which of the two heuristics would be superior based 



only on the six features (inputs). These approaches have an overall classification 
accuracy of 97.34% for the neural network and 97.13% for the decision tree. While the 
neural network can be expected to learn the relationships in the data more powerfully, 
due to its nonlinearity, its limitation is the lack of insight and explanation of those 
relationships. The decision tree’s advantage is that it produces a clear set of rules, which 
can be explored to see if any insights can be gleaned. The decision tree rules are 
presented in the form of pseudo-code in Figure 1, with the fraction in brackets showing 
the number of instances that satisfied both the condition and the consequence (decision) 
in the numerator, divided by the total number of instances that satisfied the condition in 
the denominator. This proportion is equivalent to the accuracy of the individual rule. 

The results allow us to state a few rules with exceptionally high accuracy: 
1) If the majority of jobs are expected to be scheduled early (tardiness factor <= 

0.5) then EDD is best in 99.8% of instances 

2) If the majority of the jobs are expected to be scheduled late (tardiness factor > 
0.7) then SPT is best in 99.5% of instances 

3) If slightly more than half of the jobs are expected to be late (tardiness factor 
between 0.5 and 0.7) then as long as the tardiness penalty ratio is no more than 3 
times larger than the earliness penalty (ρ ≤ 3), then EDD is best in 98.9% of the 
instances with a due date range factor greater than 0.2. 

The first two rules are intuitive and can be justified from what we know about the 
heuristics - EDD is able to minimise lateness deviations when the majority of jobs can 
be scheduled before their due date, and SPT is able to minimise the time of jobs in the 
system and hence tardiness when the majority of jobs are going to be late . The third 
rule reveals the kind of knowledge that can be discovered by adopting a machine 
learning approach to the meta-data. Of course other rules can also be explored from 
Figure 1, with less confidence due to the lower accuracy, but they may still provide the 
basis for gaining insight into the conditions under which different algorithms can be 
expected to perform well. 

Figure 1. Pseudo-code for the decision tree rule system, showing the accuracy of 
each rule 

4.2 Unsupervised Learning Results 

After training the SOM, the converged map shows 5 clusters, each of which contains 
similar instances defined by Euclidean distance in feature space. Essentially, the six-
dimensional input vectors have been projected onto a two-dimensional plane, with 
topology-preserving properties. The clusters can be inspected to understand what the 

If (τ  <= 0.7) Then  
If (τ  <= 0.5) Then EDD best (44889/45000 = 99.8%)  
If (τ  > 0.5) Then If (Dσ <= 0.2) Then If (ρ <= 3) Then EDD best (615/750 = 82.0%)  
   Else SPT best (1483/1750 = 84.7%) 
  Else If (ρ <= 3) Then EDD best (5190/5250 = 98.9%)  
      Else If (τ  <= 0.6) Then EDD best (8320/8750 = 95.1%)  
        Else If ( p  <= 2) Then EDD best (556/700 = 79.4%)  

        Else If (n <= 60) Then SPT best (1150/1680 = 68.4%)  
        Else EDD best (728/1120 = 65%) 
Else SPT best (9950/10000 = 99.5%) 



instances within each cluster have in common. The statistical properties of the 5 clusters 
can be seen in Table 1. The distribution of the input variables (features), and additional 
variables including the performance of the heuristics, can be visually explored using the 
maps shown in Figure 2.  

Looking first at the bottom row of Table 1, it is clear that clusters 1, 2 and 3 contain 
instances that are best solved using EDD (Y=1). These clusters are shown visually in 
the bottom half of the 2-d self-organizing map (see Figure 2a for cluster boundaries, and 
Figure 2b to see the distribution of Y across the clusters). These three clusters of 
instances account for 70.2% of the 75,000 instances (see Table 1). The remaining 
clusters 4 and 5 are best solved, on average, by SPT. The maps shown in Figure 2c – 2h 
enable us to develop a quick visual understanding of how the clusters differ from each 
other, and to see which features are prominent in defining instance structure. 

 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 All Data 

instances 17117 
(8483) 

10454 
(5236) 

7428 
(3832) 

8100 
(4000) 

6901 
(3449) 

50000 
(25000) 

instances 
(%) 

34.23 
(33.93) 

20.91 
(20.94) 

14.86 
(15.33) 

16.2 
(16.0) 

13.8 
(13.8) 

100 
(100) 

n 60.65 
(61.03) 

59.73 
(59.73) 

58.73 
(58.96) 

57.8 
(57.7) 

63.39 
(61.56) 

60.0 
(59.97) 

p  2.77 (2.76) 5.24 (5.22) 5.08 (5.07) 5.12 (5.11) 2.70 (2.71) 4.0 (3.99) 
pσ 3.54 (3.52) 8.48 (8.45) 8.16 (8.13) 8.24 (8.21) 3.41 (3.41) 6.0 (5.99) 
τ 0.31 (0.31) 0.36 (0.35) 0.21 (0.21) 0.72 (0.73) 0.72 (0.72) 0.43 (0.42) 

Dσ 0.70 (0.70) 0.88 (0.88) 0.38 (0.38) 0.40 (0.39) 0.40 (0.40) 0.6 (0.59) 
ρ 5.89 (5.88) 4.93 (4.99) 5.37 (5.41) 5.24 (5.19) 5.87 (5.72) 5.5 (5.49) 

Y 1.00 (0.99) 1.00 (1.00) 0.99 (0.99) 0.36 (0.36) 0.42 (0.41) 0.82 (0.82) 

Table 1. Cluster statistics for training data (test data in brackets) - mean values of input 
variables, and heuristic performance variable Y, as well as cluster size. 

 
By inspecting the maps shown in Figure 2, and the cluster statistics in Table 1, we can 
draw some conclusions about whether the variables in each cluster are above or below 
average (compared to the entire dataset), and look for correlations with the heuristic 
performance metric Y.  For instance, cluster 2 is characterized by instances with above 
average values of processing time mean and range, below average tardiness factor, and 
above average due date range factor. The EDD heuristic is always best under these 
conditions (Y=1). Instances in cluster 3 are almost identical, except that the due date 
range factor tends to be below average. Since cluster 3 instances are also best solved by 
the EDD heuristic, one could hypothesize that the due date range factor does not have 
much influence in predicting heuristic performance. An inspection of the maps, 
however, shows this is not the case. 
The distribution of Y across the map (Figure 2b) shows a clear divide between the 
clusters containing instances best solved using EDD (bottom half) and the clusters 
containing instances best solved using SPT (top half).  Inspecting the distribution of 
features across this divide leads to a simple observation that, if the tardiness factor τ is 
below average (around 0.5 represented by white to mid-grey in Figure 2f), then EDD 
will be best. But there are small islands of high Y values in clusters 4 and 5 that overlay 
nicely with the medium grey values of due date range factor. So we can observe another 
rule that EDD will also be best if the tardiness factor is above average and the due date 
range factor is above average. Also of interest, from these maps we can see that problem 
size and the penalty ratio do not influence the relative performance of these heuristics.  
As neither heuristic considers the penalty ratio (it is used within the optimal idle time 



insertion algorithm [16], common to both heuristics, but not used by the EDD or SPT 
heuristics themselves), its not being a factor in the clusters is not surprising.   
Within Viscovery SOMine, specific regions of the map can be selected, and used as the 
basis of a classification. In other words, we can define regions and islands to be 
predictive of one heuristic excelling based on the training data (50,000 instances). We 
can then test the generalization of the predictive model using the remaining 25,000 
instances as a test set, and applying the k-nearest neighbour algorithm to determine 
instances that belong to the selected region. We select the dark-grey to black regions of 
the Y map in Figure 2b, and declare that any test instances falling in the selected area 
are classified as Y=1, while any instances falling elsewhere in the map are classified as 
Y=0. The resulting accuracy on the test set is 95% in predicting which heuristic will 
perform better. The self-organizing map has proven to be useful for both visualization 
of feature space and predictive modeling of heuristic performance, although the 
accuracy is not quite as high as the supervised learning approaches. 

5 Conclusions and Future Research 
In this paper we have illustrated how the concepts of Rice’s Algorithm Selection 
Problem can be extended within a knowledge discovery framework, and applied to the 
domain of heuristics in order that we might gain to insights into heuristic performance. 
While only two very simple heuristics have been used to illustrate the approach, we 
expect full generalization of the methodology to consider a broader range of complex 
heuristics and meta-heuristics. Both supervised and unsupervised learning approaches 
have been presented, each with their own advantages and disadvantages made clear by 
the empirical results. The neural network obtained the highest accuracy for performance 
prediction, but its weakness is the lack of explanation or interpretability of the model. 
Our goal is not merely performance prediction, but to gain insights into the 
characteristics of instances that make solution by one heuristic superior than another. 
Decision trees are also a supervised learning method, and the rules produced 
demonstrate the potential to obtain both accurate performance predictions and some 
insights. Finally, the self-organizing map demonstrated its benefits for visualization of 
the meta-data and relationships therein.  

One of the most important considerations for this approach to be successful for any 
arbitrary optimization problem is the choice of features used to characterize the 
instances. These features need to be carefully chosen in such a way that they can 
characterize instance and problem structure as well as differentiate algorithm 
performance. 
There is little that will be learned via a knowledge discovery process if the features 
selected to characterize the instances do not have any differentiation power. The result 
will be supervised learning models of algorithm performance that predict average 
behaviour with accuracy measures no better than the default accuracies one could obtain 
from using a naïve model. Likewise, the resulting self-organizing map would show no 
discernible difference between the clusters when superimposing Y values (unlike in 
Figure 2b where we obtain a clear difference between the top and bottom halves of the 
map). Thus the success of any knowledge discovery process depends on the quality of 
the data, and in this case, the meta-data must use features that serve the purpose of 
differentiating algorithm performance. 

 
 



 

 
Figure 2. Self-Organizing Map showing 5 clusters (fig. 2a), the heuristic performance 
variable Y (fig 2b), and the distribution of six features across the clusters (fig 2c – fig 
2h). The grey scale shows a minimum value as white, and maximum value as black. 
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Abstract 
A series of ten videos designed to teach aspects of Excel, linear programming, and 

inference receive over 300 views daily. In this presentation I explain how these videos 
have been effective, give guidelines for developing such clips and discuss the 
educational and promotional possibilities of viewer-paced short video clips. 

As is often the case, there is a wide range of prior knowledge among the students in 
the first year Quantitative Methods for Business course and in the Management Science 
course taught at the University of Canterbury (NZ). Many students struggle with 
mathematical tasks, and are resistant to learning quantitative concepts. There is often 
also a reluctance to use Excel.  

There are certain concepts or skills that many students find difficult, and instructors 
found themselves repeating very similar explanations many times to individual students. 
A video was developed, with still shots, narration and screen capture and using an 
imaginary example from business, to teach about relative and absolute references in 
Excel. The video was uploaded onto Youtube so that students could gain easy access to 
it.  

The success of the first video led to a series of videos teaching Excel, Linear 
Programming and statistical concepts. Uploaded to the UCMSCI Youtube account 
(www.youtube.com/UCMSCI), these have been well received by students in the class, 
and thousands of others worldwide. 

The videos were developed using principles of good multimedia instructional 
design. Key features that appear to have led to their success is their short length, use of 
humour, no talking heads, conversational narrative tone and the facility for viewers to 
control the viewing experience by pausing and repeating the clips.  

Operations Research as a discipline suffers from lack of “brand recognition”. These 
videos, and others to be developed will help to inform and educate the next generation 
about Operations Research. 

 
Key words: Excel, teaching of OR. 
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Abstract 
Setting up an ‘Assurance of Learning’ (AoL) system is a non-trivial task, with its combination 
of technical challenges, academic challenges, budgetary pressures and political feasibility. It’s 
not something that you manage in one bite! So how do you ‘eat the AoL elephant?’ Having 
recently set about creating processes and leading our teaching and learning activities, 
including the Assurance of Learning required for accreditation by AACSB, our Faculty has 
encountered a steep learning curve and numerous challenges, but have received high praise 
for our processes.  One key philosophy used to guide the process was Theory of Constraints 
(TOC) - a management philosophy with a set of thinking tools.  In this paper, I will share 
some of the challenges, together with the some of the TOC tools that we have found useful, 
such as the Evaporating Cloud for thinking through dilemmas, the Prerequisite Tree for 
planning to achieve targets and the Five Focusing Steps for focusing improvements. Using 
TOC to harness resistance to change is also discussed. 
 
Key words: Theory of Constraints, Thinking Processes, Accreditation, Teaching & Learning. 
 

1. Introduction 
Our business school has recently established Assurance of Learning systems and 
processes in line with requirements for accreditation by an international organisation, 
The Association to Advance Collegiate Schools of Business, AACSB. The crucial 
difference between this and other curriculum alignment processes is the focus on 
direct measurement of student achievement of specific student learning objectives.  
Such direct measurements provide valuable information on gaps in student learning, 
which are then rectified by changes to systems, curricula, delivery of material, or 
assessment. 

While this may appear to be merely a matter of following AACSB’s standards and 
recommended procedures for Assurance of Learning, there is ample room for business 
schools to create/choose their own processes.  Indeed, this is necessary. Rather than 
provide clear guidance, the AACSB mantra is that everything must be related to the 
organisation’s mission.  As a consequence, AACSB accreditation is far from a 
prescriptive ‘cookie-cutter’ approach.  There is ample room for interpretation of the 
standards and recommended elements contained in the standards. The resulting 
challenge is to set up an Assurance of Learning system that is right for the 



organisation, and meets the standards. There will undoubtedly be many issues to be 
resolved on the way, as evidenced by the AACSB Listserv discussions.  

We have developed a system that received high praise from the accreditation 
teams visiting our institution.  This paper describes the approach we have adopted, 
some of the challenges we have encountered, and how we have approached those. 

“All models are wrong; some are useful” George E.P. Box 

2.  Assurance of Learning 
The Assurance of Learning Process can be depicted in Figure 1 - in effect, it is a 
combination of a typical Plan-Do-Check-Act cycle (Deming 1982) and a curriculum 
alignment process. (Wiggins and McTighe, 1998, 2005) 

 

 
Figure 1:  The Assurance of Learning Cycle 

 
The 7-step cycle involves: 
1.  Mission, Vision and Values 

This is usually set by the business school after considerable debate and input from 
all stakeholders. 
2.  Programme Learning Goals and learning objectives 

These are determined for all programmes – ideally 4-10 Goals. Objectives are 
specific activities or components contributing to a goal. 
3.  Curriculum Mapping and Course Learning Objectives 

Reviewing the Curriculum Aligning to LG’s, mapping, streamlining.   
Some schools treat this as an administrative exercise, working from stated course 
learning objectives. In our case, we found we needed to also consult with staff to get 
the level of detail required. The map developed provides a basis for ongoing dialogue. 
4.  Course delivery 

Including assessment of student work for grades  
Here course delivery needs care and thought to balance coverage of both content and 
learning goals, with sensible and consistent workloads for both staff and students. 
5.  Assessment of student learning cf the Learning Goals and Objectives 

For assurance of learning, separate assessment against learning goals/objectives is 
conducted on a sample of student work to determine the levels of achievement of 
learning goals and objectives.  Measurement is usually performed using a ‘rubric’ 



developed by a group of staff (not just the instructor). Statistics are collected and 
analysed.   
6.  Checking results to determine gaps in student learning, prioritise and design 
improvements. 

Results of the assessments are analysed, individually as well as looking for  
patterns over groups of courses.  Changes are selected and implemented. 
7.  Repeat the cycle … starting from 1 if appropriate, otherwise 2.  
 

2.1  Institutional background 
In 2006, Victoria University of Wellington (VUW) embarked on a review of its 
undergraduate programmes referred to as Pathways to Success (PTS), which aimed to 
provide a framework to enable VUW to implement its goal of equipping its graduates 
with its set of Graduate Attributes.  During the same period, the Faculty of Commerce 
and Administration started on its pursuit of AACSB accreditation.  The two activities 
were distinct but compatible in their aims, creating synergies that were exploited in 
developing processes for each aim.  As part of the PTS review process, we developed 
various systems diagrams, attempting to capture the various interacting components in 
the university system which needed to work together to produce the graduate 
attributes. A summary version of this is shown in Figure 2.   

Subsequent processes prompted by AACSB accreditation, including strategic 
planning exercises, have built on the work from PTS. Thus, by mid 2008, the FCA 
had established its Mission, Learning Goals and Objectives for its main undergraduate 
degree - the BCA, restructured its BCA Core offerings, and adopted a change to 
simplify course points/credit values across the university.  The FCA had also started 
exploring the assessment of achievement of learning goals and performed its first, 
albeit rudimentary, ‘Assurance of Learning’ exercises.  
 

Target: Attainment of graduate attributes

Staff capabilities

Discipline 
skills

Teaching 
skills

Appropriate operating 
environment Facilities, 
timetables etc

External factors

Student capabilities

Support 
services

Adequate Uni 
resourcing

Quality learning experiences

Motivation 
incl. Salaries 
and workloads

 
 

Figure 2  Intermediate Objectives Map developed for ‘Pathways to Success’ 
 
In the quality movement in the 1980s, some organisations attracted to ISO 

certification treated it as a compliance exercise and gained little advantage from their 
efforts.  However the more enlightened organisations treated ISO certification as a 



lever to improved performance (Deming 1982).  Likewise, while we could regard the 
AoL processes developed for AACSB Accreditation simply as a requirement for 
accreditation, the real benefit comes from the impetus it provides for improvements 
throughout our business school, and even beyond into other parts of the university. 
 

2.2  The Philosophy guiding development of our AoL system 
Next, we will outline contextual factors that led to the philosophy we adopted in 
undertaking this task and some of the challenges we have encountered and addressed.  
Universities are not dissimilar to other business environments – we are constrained by 
international economic and political pressures and a strengthening exchange rate that 
erodes our international student fee income, together with internal economic pressures, 
shrinking budgets, and rising costs.  Being in the tertiary education sector, we have 
increasingly uncertain and generally declining funding from Government, coupled 
with strict rules which constrain our ability to respond in ways available to free 
enterprise, which makes it a very difficult time for universities. Ernest Rutherford’s 
comment, “We don’t have a lot of money, so we have to think!” seems to apply 
equally well to us today. 

Furthermore we did not have a lot of time – for example, our Annual Progress 
Report was due less than two months after the date of my secondment into the role of 
AD (T&L), with responsibility for setting up an AoL system.  
 

3  Theory of Constraints (TOC) 
Being so constrained, the Theory of Constraints (TOC) was a natural framework to 
adopt.  Within the TOC methodology are several methods/suites of tools.  The Five 
Focusing Steps method is perhaps the best known, as popularised through the 
business novel The Goal, (Goldratt and Cox 1992). Excellent descriptions may also be 
found in (Scheinkopf 1999) and (Dettmer 1997), while the results of approximately 
100 applications are detailed and summarised in Mabin and Balderstone (2000) and 
further analysed in Mabin and Balderstone (2003). 

A second very popular suite of TOC tools are collectively known as the Thinking 
Processes (Goldratt 1994; Scheinkopf 1999; Dettmer 2007).  They comprise 5 main 
logic diagrams which guide the process of managing change: through diagnosing 
what needs to change, what it needs to change to, and how to cause the change. Later 
variants add Why change?, How to sustain the change?, and How to develop a process 
of ongoing improvement? The use of these tools has been surveyed in Kim, Mabin et 
al. (2008). A review of twenty years of TOC is available in Watson, Blackstone et al. 
(2007). 

This paper will describe some of the tools from TOC that have been very helpful 
when thinking through the strategic and day-to-day decisions encountered in this role.  
In addition to the Five Focussing Steps, we outline two of the Thinking Process tools,   
the ‘Prerequisite Tree’ for achieving an ambitious target; and the ‘Evaporating Cloud’ 
for resolving dilemmas.  We have also used the Negative Branch Reservation method 
– a sub-tree of the Future Reality Tree – as described briefly later. In addition, 
managing resistance to change and the TOC approach to this will be discussed. The 
project reported on is an on-going one – the shaping of this new role and the changing 
world of teaching and learning. 
 



3.1  TOC’s 5 focusing steps 
The Five Focusing Steps can/have been applied on a number of levels; one example 
will be provided here.   First, one defines the system, its purpose/goal and how 
progress is to be measured.  In this case, we will consider the FCA to be the system; 
the goal to demonstrate the FCA has established an AoL system; and progress to be 
measured by satisfactory performance in the AACSB accreditation review process. 
 

Step 1. Identify the constraint 
While significant progress had been made by my predecessors, in the absence of anyone 
dedicated to this role, our AoL comprised a few elements that needed to be built into a 
system. We had scant data to include in our Annual Progress Report (APR), and little 
time to gather this.  Additionally, being new to the role, my knowledge of AoL was 
exceedingly limited.  By the first month, it became clear that there was a need for 
Learning Goals to be finalised across programmes, assessment plans, and assessment data. 
Most importantly, we required evidence of ‘closing the loop’ ie. use of that data to make 
useful changes. So what was the constraint?  In retrospect, the effective resource devoted 
to AoL, which was governed by the personnel devoted to the task, together with their 
knowledge of AoL, and time they had available. 
Step 2. Exploit the constraint 
We made the most of the knowledge we did have in house, and from our mentor. We built 
on the examples we had developed: learning goals were formalised across all programmes; 
we made the most of the few assessments we had done, and replicated those in a number 
of other courses; assessment plans were drawn up; one department was ahead of the 
others, and they ran some extra assessments; lessons were drawn from the assessments 
already done allowing indicative remedial ‘closing the loop’ actions to be identified. 
Step 3. Subordinate other activities 
 There was no time to try to do other tasks – for example, research and teaching duties 
were abandoned, while this target was met.  A trip originally meant for academic research 
was used to find out more about AoL from one of our ‘aspirant’ universities. There was 
an intense focus on achieving the goal.  
Step 4. Elevate the constraint 
 The creation of an Associate Dean (Teaching and Learning) position had been a 
significant ‘elevation’, as had the appointment of a new administrator who stepped ably 
into the role. Load was spread over the relevant committees. We borrowed ideas from 
other Universities. External assessors provided input.  
Step 5  Go back 
 The next most important constraint we identified was Staff resistance – very few 
people were driving or supporting the process.  This is tackled in the next section. 

 

3.2  Prerequisite Tree 
Once the Annual Progress Report was finished, the AoL team met again to discuss 
how we were going to achieve our target of achieving accreditation. While we could 
have written a list of tasks, we chose the TOC Prerequisite Tree approach which 
instead starts out by asking participants to tap into their intuition to identify obstacles 
that stand in the way.  These will often be either more personal or interpersonal issues 
that need to be addressed, but in reality more often remain unspoken and unaddressed 
in traditional list-making approaches. Scheinkopf (1999) provides clear guidance on 
using the PRT approach. 

To tackle our target of achieving accreditation, we first stated the target clearly, 
then listed obstacles and then identified actions or outcomes that we needed to 



achieve if we were to achieve our target.  Table 1 shows the list of obstacles and 
Intermediate Objectives (IO’s). 
 
Table 1:  PRT List of Obstacles and Intermediate Objectives (no order): 
                 Target: Achieve AACSB Accreditation
Obstacles Intermediate Objectives
1. Dean must understand and lead the 
process 

Dean to be visible and connected internally and 
externally 

2. Faculty/Staff not engaged; some 
even antagonistic 

More informal interactions - investigate morning teas 

3. Meetings not run well, not focused 
enough 

Inter-meeting discussions; save meetings for decision-
making and actions 

4. "It's not our responsibility" Develop a collegial culture Quality is everybody's job 
5. Assurance of learning -assessment 
reports, T & L reports 

Stocktake - convene meetings per Learning Objective. 
compile reports 

6. Competitive environment (School 
vs School) 

Develop a collegial culture. More informal interaction 
between schools 

7. 12th floor viewed as distant, aloof Develop a collegial culture drawing faculty together. 
More informal interaction within faculty. Inclusivity 
in T & L; seeing benefits to staff & students 

8. Accreditation seen as compliance Get Mary & others to spread glad tidings about 
accreditation, more people to seminars. Build 
enthusiasm; identify early adopters; pick easy tasks, 
quick wins, appreciate effort. Get AoL activities into 
promotions 

9. Resentment about overhead burden Demonstrate more value out of overheads. Inclusivity 
in T & L; seeing benefits to staff & students 

10. AoL processes in place by end of 
2008, start with core then new majors 

Prevent unwitting or deliberate sabotage - templates, 
blueprints 

11. AACSB Accounting Standards Harvest info 
12. A lot to do Time management 
13. School focus, Faculty is still an 
administrative notion 

Develop a collegial culture 

14. Differing instructions from the top Unanimous voice, shared responsibility 
15. Committee attendance is uneven Reward Committee members 
16. Uni is not supportive/facilitative 
of consulting under Uni's name 

Easy "send us your bill " system. Town-gown  

 
The next step is to arrange the IO’s in a tree based on precedence ordering or 

necessary sequences of events/actions.  Quite often, IO’s identified will overcome 
more than one obstacle.  We combined similar IO’s into one action, and sequenced 
this smaller set of actions rather than IO’s, resulting in the PRT shown in Figure 3.  
The arrows are read using “We must achieve <lower IO> (in order to get over the 
relevant obstacle) before we can do <upper IO> logic.   

The resulting tree is not strictly a PRT as it incorporates a feedback loop: “We 
need to Build support for AoL internally before we can Improve delivery of courses 



before we can Improve T&L outcomes, before we can See more value out of 
overheads, before we can Build (more) support  for AoL internally”. Such a feedback 
loop would normally be part of a Future Reality Tree, and we have taken a liberty in 
incorporating this feature here, and have additionally annotated this feedback loop 
using the blue arrow – labelled R for ‘reinforcing’ – borrowed from Causal Loop 
Diagramming (Senge 1990).  The finished diagram provided a set of guidelines for 
action, and a way of seeing the steps required to achieve the final aim. 
Normally the obstacles being overcome would be shown attached to each arrow of the 
tree, but these have been omitted in this summary diagram for simplicity. 
 

Achieve AACSB Accreditation

Develop our own systems 
and approaches to suit 

FCA programmes

Build support for FCA 
externally

Develop cohesion and 
shared vision across 

FCA

Build support for AoL 
internally

Identify and close 
gaps/risks

Improved delivery 
of courses

See more value 
out of 

overheads

Improve T&L outcomes

R

 
 

Figure 3:  A modified Prerequisite Tree (PRT) for Achieving Accreditation. 
 
PRT’s have also been used elsewhere in our AoL work. One major focus for 
improvement has been written communication skills, as part of the Graduate Attribute 
and Learning Goal relating to Communications skills.  In crafting the strategy, we 
identified the need to find out what obstacles students themselves faced.  The PRT 
process was very helpful in eliciting information from students, both on the obstacles 
preventing students from writing good assignments, as well as suggesting actions or 
outcomes they thought were needed to overcome these obstacles.  The following 
themes came through very clearly from the student groups:  
 

Table 2: Obstacles emerging from Student Groups 
   Time-Management 
   Lack of Motivation 
   Language skills 
   Lack of experience, information, feedback, understanding 

 
We had expected language and technical skills to rate highly, and were surprised at 
the number of comments about time management and motivation.  Hence the PRT 
method provided staff with a clear message concerning additional structures and 



processes that need to be put in place in order to achieve the faculty’s target of all 
students being able to demonstrate good writing skills. 

3.3  Evaporating Clouds 
A number of dilemmas have arisen which have been worked through using the 
‘Evaporating Cloud’ process: for example, some argued we should use external 
assessors to perform assessments of student work, while others favoured use of 
internal assessors. Conflict was avoided by use of the EC (see figure 4), which 
allowed us to examine the dilemma, exposing weak assumptions, in order to devise 
strategies that achieved both sides’ requirements.  Other dilemmas have included: 
Should course delivery encourage a few pieces of assessed work, or should 
assessment be spread through the course? Should there be a standard policy on 
tutorials?  University-wide issues have also encroached on our activities – the 
redesign of degree structures in other parts of the university posed some thorny 
dilemmas that needed careful thought.  This provided an example of where an 
evaporating cloud plus the associated ‘Negative Branch Reservation’ proved helpful 
as all the proposed ‘solutions’ posed some negative side effects.  Reservations 
concerning such side effects needed to be resolved/ avoided/ mitigated. 
 

Objective Requirements Prerequisites

A 
Establish effective 

AoL processes

B 
Ensure assessment 
process is feasible.

D 
Use internal assessors.

C  
Ensure valid assessments.

D'  
Use external assessors.

 
 

Figure 4: The evaporating cloud for the assessment dilemma 
 

3.4  Layers of Resistance and Steps to Buy-in 
As an integral part of managing change, TOC gives considerable emphasis to the 
notion of harnessing resistance to change (Houle and Burton-Houle 1998; Mabin, 
Forgeson et al. 2001). Not only is resistance acknowledged, it is actively sought out as 
a means of tapping into the collective intuition to improve solutions. As can be seen in 
the PRT for “Achieve accreditation” (Table 1/Fig 2), our AoL team was concerned 
about the lack of buy-in from staff.  Hence the actions that have been taken have 
sought to involve staff in ways that ‘build support for AoL internally’ to overcome 
this resistance.  One example is the way that assessment has been conducted.  We 
perceived possible sources of resistance from staff in the ‘perceived overhead, and 
cost’ of AoL, and also the fear of outside assessors. The emergent resistance needed 
to be reduced, while not compromising the integrity of the AoL process.  Use of the 
EC in Fig. 4 led to an active search for/ design of a streamlined and cost-effective 
AoL system.    
In general, the actions taken so far have sought to “Demonstrate more value out of 
overheads; inclusivity in T & L; seeing benefits to staff & students”.  The “Achieve 



Accreditation” PRT also listed as an obstacle, “Accreditation seen as compliance”.  
Actions decided on to address this were: “Get Mary1 & others to spread glad tidings 
about accreditation; get more people to seminars; build enthusiasm; identify early 
adopters, pick easy tasks, quick wins, appreciate effort; get AoL activities into 
promotions.” 

These have been some of the strategies that have been adopted to date and found 
effective in building buy-in, though there is obviously much more to do. 
 

4  Reflections 
In reflecting on the processes followed, our path has been guided by TOC, and in this 
paper we have outlined the use of four different approaches drawn from the TOC 
methodology: 
 
1.  The Five Focusing Steps to focus on the most pressing concerns; 

2.  Prerequisite Tree (PRT) to identify obstacles – and their corresponding stepping 

 stones – to achieving targets; 

3.  Evaporating Cloud (EC) to clarify and resolve particular dilemmas; 

4.  Steps to gain Buy-in to overcome resistance in a positive way. 

 
We have also used Negative branches to explore the likely consequences of 

proposed actions, in order to accentuate the positive and eliminate any negative 
consequences.  Examples of such thinking may be found, for example, in Boyd and 
Cox (1997); Scheinkopf (1999); Mabin, Davies et al. (2006); Dettmer (2007).  

In designing a writing skills improvement programme, a number of these tools 
have been used in concert. In particular, we used the PRT approach to elicit and 
collate student views on obstacles and stepping stones, in order to raise the standard 
of written communication skills of our commerce graduates. 

Our aims for teaching and learning in our business school go far beyond meeting 
the Assurance of Learning requirements for accreditation, with these broader aims 
including goals for student learning and staff satisfaction.  The processes described 
above have laid a solid framework for achieving these broader aims, providing a 
coherent, robust and accessible framework for decision-making. A natural next step 
would be to explore the use of the TOC Strategy and Tactics Tree for teaching and 
learning.  

Reflecting on the role that accreditation has played, it is clear that the pursuit of 
accreditation has provided the mandate to press ahead with teaching and learning 
initiatives started by the Pathways to Success project; without accreditation, progress 
in this area would have been slow.  So what real benefits have been achieved? 

The key to meeting AACSB’s requirements for assurance of learning is ‘closing 
the loop’.  Results from assessments have revealed reasonable achievement of many 
learning goals/objectives, though there have been some surprises when aspects of 
learning were found to be not achieved to the degree expected.  The use of learning 
goals, learning objectives and their corresponding rubrics has been helpful in making 
the learning objectives of assignments clearer to students, and in providing a clearer 

                                                 
1 Name changed for confidentiality, Mary represents a bubbly departmental head. 



outline of what is required.  Tutors and students have responded well. The writing 
skills programme with accompanying assessment tasks and rubrics has provided a 
clearer learning focus, and improvements have been discernible. More remains to be 
done and we are encouraged by some gratifying early successes.  
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Abstract 
In this paper we put forward specifications for a standard for spreadsheet linear 
programming models when linear programming is taught using spreadsheets to entry-
level business students. The primary purpose of the standard should be to make it easy 
for students to recognise and interpret linear programs formulated as spreadsheet 
models. The specifications for the standard are supported by the results of educational 
research, and the experience of teaching linear programming to entry-level business 
students for over twenty years.  

A number of popular textbooks are examined to see how well their standard formats, 
if any, fit the requirements. While most use a standard format, their standards do not 
appear to be designed specifically to aid student learning of linear programming. 

 
Key words: Linear programming, Education, Spreadsheet models. 

1 Introduction and credentials 
The teaching of linear programming has been evolving for the last 50 years. As the 
discipline of operations research, the theory and practice of teaching, the range of 
students and the technology have changed so the practice of teaching linear 
programming has also changed. By and large this evolution has lead to improved 
teaching, courses and textbooks. Consequently we should expect that the current 
practice of teaching linear programming is satisfactory, and attempts at improvement 
may not appear radical. The standardisation promoted here is based on educational 
research, ideas from the literature and reflective teaching experience. There are aspects 
of it in many textbooks. But no single textbook fully embraces this teaching practice. As 
such, one of the goals of this paper is to provide suggestions to textbook authors and 
course designers on how to improve their textbooks and teaching aimed at introducing 
non-operations research majors to the field. 

Though we begin with the premise that the teaching of linear programming using 
spreadsheets is satisfactory, it is possible that we can do much better. Wild (1994), 
while commenting on the teaching of statistics, stated “If we have not thought through 
very carefully what we are trying to achieve, we are in no position to assess the quality 
of what we provide. Unfortunately, so much of what we do is not thought through from 
a careful consideration of customers, aims, and objectives; it just grows in an ad hoc 



way over the years, building on what has been done before.” We suggest that the same 
could be said of the teaching of OR, and particularly the teaching of LP using 
spreadsheets. It may not have been thought through carefully, particularly bearing in 
mind the changing clientele and the possibilities that the spreadsheet provides. 

A recognised approach in the scholarship of teaching involves critical reflection on 
practice, and analysis of the difficulties students encounter. This can then be measured 
up against educational and pedagogical theory from related disciplines. Weimar (2006) 
provides a classification scheme for the Scholarship of Teaching Literature. This paper 
would be classified as a recommended-practices report, within the category, ‘The 
Wisdom of Practice’. Powell (2006), in his review of Weimer’s book, endorsed her 
opinion that journals should apply the standards that it ‘relates to a meaningful aspect of 
instruction, offers ‘good’ advice [and] communicates constructively’. In addition 
Weimer (p71) expressed concern that it is not always clear what are ‘the qualifications 
of the person offering the advice’ or ‘the justification for the advice given.’ We provide 
therefore, our credentials: The authors have taught introductory level management 
science for a total of over twenty five years, with increasingly high student ratings. One 
of the authors has also previously trained and worked as a high school mathematics and 
computing teacher and was awarded a university teaching award in 2002. In addition, 
the ideas in this paper are supported by research in cognitive psychology. 

Liebman (1998) addressed the teaching of OR, looking at what cognitive 
psychology could offer, especially in the area of active learning. We also look at the 
contribution that research in cognitive psychology can make, but focus specifically on 
the teaching of LP using spreadsheets. The areas of research that we draw on are the 
constructivist theory of knowledge, the novice/expert comparisons, and transfer of 
learning. 

We believe that the requirements promoted here for a standard structure for 
spreadsheet linear programs make a difference in the way that students make sense of 
linear program models. We offer them as a suggestion to improve teaching practice on 
courses providing an introduction to operations research to non-OR majors. 

As textbooks provide a window into the way material is presented, guidance for 
novice instructors and, often, the foundation for a course, we evaluated how well 
textbooks captured the essence of our standard. To this end we have examined 
13 textbooks that use Excel and Solver as a basis for teaching LP. The examined 
textbooks include all the better known introductory texts and many others. Details of the 
textbooks are given in the appendix. This analysis is inspired by Chelst (1998), who 
suggested improvements to the teaching of decision analysis over that presented in 
many textbooks, and Cobb (1987) in his seminal paper on Introductory Statistics 
textbooks.  

2 The rationale for teaching LP to non-OR business students 
In this paper we are concerned with teaching business students, mainly at undergraduate 
level. These students generally have only limited mathematics proficiency, but more to 
the point, they do not think like mathematicians.  Boas (1981), then editor of the 
American Mathematical Monthly, observed even in 1981 that very few students think 
like mathematicians, nor wish to, and the teaching of mathematics should be undertaken 
with that in mind. Many of our students have quite poor mathematical skills, and are 
quite resistant to mathematical terminology. Bell (2005) calls his non-quantitatively 



skilled students ‘poets’, in contrast with the engineers, implying that their strengths lie 
elsewhere.  

The statistics education research literature accepts as given that there are challenges 
in teaching quantitative courses. Ben-Zvi and Garfield (2004) state four main challenges 
to success in teaching and learning statistics, which must resonate with many OR 
instructors. These can be paraphrased and adapted as: It can be hard to motivate 
students to do hard work. Many students have difficulty with the underlying 
mathematics, and that interferes with learning the related statistics (or stats content). 
The context can mislead students who rely on experience and intuition, and students 
expect the focus to be on numbers, computations, formulas and one right answer.  

Given this lack of mathematical inclination in our clientele, it is an important 
exercise to determine why we choose to teach linear programming, and what exactly we 
wish the students to gain from it. In contrast, it is obvious that LP should form an 
important part of a course for operations research majors, who we hope would have 
strong quantitative skills.  It is clearer that we wish them to be able to develop an LP 
model and that they will need the underlying mathematical understanding for analysis 
and more advanced topics such as integer programming, duality and network models. 
Most of our students will not become OR majors, but there is still much that business 
students can gain from the study of linear programming. Bell (2005) expounds the 
importance of linear programming (which he calls simultaneous decision situations) and 
suggests that ‘Those who understand the simultaneous framework and can recognize the 
kinds of problems where a sequential decision approach fails, and who know a better 
approach, have a competitive advantage in the marketplace.’  

Different instructors will have different ideas as to the what and why of linear 
programming. However we do suggest that some instructors may not have given much 
time to contemplating exactly why they teach LP, and what it is that the students should 
get out of it. “In the absence of pedagogical content knowledge, teachers often rely on 
textbook publishers for decisions about how to best organize subjects for students.” 
(Bransford (2000) p45)  This may be a satisfactory survival tactic for a novice teacher, 
but for an expert teacher, and for a textbook author, it is befitting to have a clear idea of 
the purpose and nature of the introduction to LP. 

There are many benefits for non-OR-majors, the focus of this paper, in learning 
about linear programming. We have identified three: the concept of a model, the power 
of optimisation, and a recognition of the benefit of OR. First, as linear programming is 
often the introductory topic in an OR course, it can be students’ first taste of a 
mathematical model, though they may have some familiarity with statistical models. 
They learn more about the role of the model in decision-making and the tension 
between the reality and the model. Second, students can be introduced to the power and 
the limitations of optimisation methods, and gain an appreciation of how this can lead to 
better decision-making.  

Third, Wild (1994) in discussing the marketing of statistics gives the example of a 
firm that has need for statistically designed experiments at most twice a year. “What 
they need on site may not be someone who can design experiments, but several people 
who can recognise those two situations when and where they arise and call in an outside 
consultant.” (p165).  Similarly what many firms need is people on site who can 
recognise situations where linear programming and/or operations research modelling 
would aid in decision-making, and possibly lead to money saving and/or competitive 
advantage, and call in an outside consultant. 



These are the benefits or reasons for learning about LP that we have identified. 
However, this does not define what exactly students should be able to do during the 
course. We suggest that students should be able to recognise a situation where a linear 
program will be useful, interpret simple LP models given in Excel, explain simple OR 
concepts as they apply to simple LP examples, use the Excel Solver to optimise an LP, 
interpret the output from Excel Solver and identify a solution to implement, determine 
which assumptions of linear programming are valid and reasonable for a given simple 
situation, explain the role of sensitivity analysis, apply simple sensitivity analysis to an 
Excel LP model and interpret the shadow price of a simple constraint. 

We believe that these learning objects help to provide the benefits identified above. 

3 Standardisation purpose and requirements 
As evidenced by the range of spreadsheet formulations of linear programs in operations 
research textbooks, there is no obvious standard structure for a linear program in a 
spreadsheet. When students are introduced to linear programming through spreadsheet 
models, being exposed to different model structures can make understanding linear 
programs more difficult. When students are also unfamiliar with spreadsheets, this 
difficulty is compounded. Since the flexibility allowed by spreadsheets can be 
introduced once students have a stronger grounding in linear programming, we suggest 
that there is no need to use this flexibility when students are first introduced to linear 
programming spreadsheets. 

It may be stating the obvious but for a course where the main goal in teaching LP 
using spreadsheets is to teach LP not spreadsheets, the pedagogical practices in the 
course should be geared toward making it easier to learn LP and not illustrating the 
power and flexibility of spreadsheets.  A standard structure for spreadsheet LP models 
can support this. However, the standard structure will provide the most value if it has 
been designed to meet this purpose. To this end, the structure should make it easy for 
students to recognize the spreadsheet model as a linear program and to find and 
interpret the LP model in the spreadsheet. Formatting conventions for general 
spreadsheet models do not meet these requirements. 

3.1 Requirements of the standard layout 

The standard structure of a spreadsheet LP should differentiate between decision 
variables, parameter values, left-hand side constraint calculations, and the objective 
function. These are the important components of a linear program which we wish 
students to be able to recognise and understand. Before they understand them 
sufficiently, students can’t be expected to find them easily within a spreadsheet model 
in a previously unseen format. To aid this differentiation, it is good practice to include a 
‘style key’ and to avoid additional formatting, as the additional ‘noise’ can hide the 
information provided by the standard.  

The differentiation of these components can be provided by using a consistent 
format and/or location. The most benefit will be provided if the format, location and 
shape of the regions these components form, remain consistent within the standard. This 
reduces the unimportant aspects of the spreadsheets which changes, focussing attention 
on to the important aspects such as the number of variables and constraints, whether the 
objective function is maximised or minimised, and the problem context. This means 
being consistent about whether rows or columns are used for constraints, for instance. 



Constraints and the objective function are each constructed from a number of 
elements. By ensuring that all of those elements associated solely with one of these 
components are visually connected we make it easier for students to make to 
connection. This means keeping the coefficients and calculations for each constraint and 
the objective function in the same row or column. 

Some types of constraints must be expressed in a non-intuitive way for the standard 
structure (e.g. product mix constraints). These should be avoided initially and 
introduced once the students have a better understanding of LP. Similarly, for some 
linear programs an alternative formulation may make the model easier to understand 
and analyze, (such as a transportation problem). Eventually the alternative formulation 
for such models can be introduced and should be contrasted with the standard layout for 
the same model. This illustrates how the model is still an LP, but that the alternative 
layout better suits the purposes of the modeller. This parallels the introduction of the 
transportation simplex tableau in an algorithmic-based course. 

Since all parameters and constraints need to be explicitly identified in the 
spreadsheet, it is important that the values appear clearly on the spreadsheet. The use of 
values directly in formulas or Solver dialogue boxes should be avoided, and formulas 
should never be used in Solver.  

In addition, students should not have to guess what the standard is. They should be 
told and shown specifically what it is and directed to use it. Do not provide choice as 
novices are not well placed to make good judgements. 

The idea of standardising spreadsheets is not new. Leong and Cheong (2008) talk 
about standardising their spreadsheets, but this is for spreadsheets in general, not LP. 
“We encourage our students to prepare their spreadsheet models in a standardised 
manner, particularly by separating data and model and color-coding.” As we explain 
later, most textbooks follow this practice. The standards they use are suggested “best-
practice” for general spreadsheet models, but are not specifically designed to aid the 
learning of LP. 

 

3.2 An example of a standard layout 

In our course we use coloured shading and borders to identify the different roles. Light 
blue represents decision variables, pale yellow for parameter values, pink for constraint 
(lhs) calculations, and tan with a thick border for the objective function.  

Our standard layout uses one row each for: the decision variable labels, the objective 
function, the decision variable values and each constraint. Each decision variable has a 
corresponding column. The calculated part of constraints (usually a formula using 
sumproduct) and the objective function appear in an additional column followed by a 
column holding labels indicating the type of constraint (≤,≥,=) then a column for the 
constraint right-hand side values. All objective function coefficients and constraint 
coefficients and right-hand-side values appear as parameters directly (not calculated 
from other data). Figures 1 and 2 show examples. (They are reproduced here in 
greyscale rather than colour. Colour versions may be accessed from 
http://www.minandmax.org.nz/teachers/LP_Examples.xls). The layout suggested also 
helps to avoid non-linear objective functions and constraints. Two examples are given 
to illustrate how the standard layout accentuates commonalities and differences between 
different linear program models. 



All LP spreadsheet models in the course are structured in this way, including in the 
assessment. The students are also instructed explicitly as to the standard layout.  

3.3 Benefits of a standard LP structure 

Research on the differences between novices and experts in how they process 
information gives insights into successful learning. (Bransford (2004) p31) A key 
principle is that “experts notice features and meaningful patterns of information that are 
not noticed by novices.” This statement has two important corollaries. Firstly, most of 
the people who teach linear programming (and hopefully all textbook writers) could be 
classified as experts in the field of LP. Thus for them it is easy to notice features and 
meaningful patterns in problems; these aspects are probably not apparent to novices and 
students. Secondly, “research on expertise suggests the importance of providing 
students with learning experiences that specifically enhance their abilities to recognize 
meaningful patterns of information.” (Bransford (2004) p36). We suggest that using a 
standard format for LP when introducing spreadsheets, combined with repetition will 
enhance the opportunities for students to recognise and internalise the important 
meaningful patterns. 

Having a standard appearance provides a level of abstraction from the specific. It 
would be possible, using the standard structure, to draw a general LP spreadsheet model 
using the structure but with no numbers. This can be seen as replacing the standard 
algebraic representation of an LP. Research has been performed on instruction that 
helps students to transfer knowledge from one example to another (see Bransford 

1
2
3
4
5
6
7
8
9
10
11

A B C D E F G H I J

Moana's Desk Linear Programming Model Parameter
Linear program Decision variable
Desk type Basic Trendy Modern Elite Deluxe Constraint formula
Quantity 4 4 3 1 2 Objective function
Objective function Total
Profit $35.00 $50.00 $40.00 $50.00 $70.00 $650.00
Constraints Total Time avail.
Forming 1.5 2 2 4 3 30 ≤ 30 hours
Detailing 1 3 2 3 5 35 ≤ 40 hours
Assembly 2 2 2 2 2 28 ≤ 30 hours
Finishing 1 2 3 4 4 33 ≤ 40 hours  

Figure 1: A production LP, maximising profit with five variables and four constraints 
 

1
2

3
4
5
6
7
8
9

10
11
12
13
14
15

A B C D E F G H I J K L

Food Boxes for Refugees
Decision variables Parameter

Food item Rice
Tomato 

soup Peaches Sardines
Milk 

powder
Corned 

beef
Baked 
beans Decision variable

Quantity 6 0 7 3 7 14 2 items Constraint formula
Item units packet tin tin tin sachet tin tin Objective function
Objective function Total
Cost $1.95 $2.15 $1.68 $2.10 $4.50 $2.20 $0.99 $94.04
Constraints Total Limit
Weight 1.00 0.50 0.49 0.22 0.45 0.40 0.50 19.84 ≤ 20 kg
Energy 14700 1600 1050 1250 6740 2790 1620 188780 ≥ 226000 kJ
Protein 76 11.6 2.1 22.5 154 80 19 2774.2 ≥ 1200 g
Calcium 300 92 12 33 5410 41 101 40629 ≥ 27000 mg
Iron 36 2.8 1.8 1.6 1.5 8.3 6.3 372.7 ≥ 340 mg
Vitamin B1 4.9 0.2 0.04 0.9 2 0.08 0.5 48.5 ≥ 31 mg
Vitamin B2 0.4 0.15 0.12 0.1 8.6 0.6 0.4 72.94 ≥ 36 mg  
Figure 2: A ‘diet’ LP, minimising cost with seven variables and seven constraints 
 



(2004) p63). It was found that students who were given abstract training as well as 
specific examples were better able to transfer that knowledge. The use of specific layout 
and formats (including coloured shading) reinforces the different components of a linear 
program, and its distinctive nature. We propose that a standard structure will more 
easily enable students to apply lessons learned to new examples and instances.  

Another benefit of using a standard structure for LP spreadsheets is that it provides a 
model of good practice for the students. Generally we have found that students don’t 
want to know the many different ways that a spreadsheet can be organised and 
presented. In general they are much happier to be told exactly what to put where. It is 
unreasonable to expect them to “reinvent the wheel” with regard to good spreadsheet 
design and then grade them down when their spreadsheet does not seem logical to us. If 
we teach one sound, robust method, with reduced opportunity for choice, we are helping 
the students to avoid unnecessary work that detracts from the learning. The standard 
structure that we use is readily scalable to any size model, and valid for any LP. 

4 Analysis of introductory textbooks 
We examined the linear programming sections in a range of textbooks to see whether 
they use a standard structure for spreadsheet LP models and whether the standard used 
meets underlying pedagogical requirements.  

The textbooks we examined had to be useful for an introductory course on 
operations research which used spreadsheets as the main medium for linear program 
(and other) models. We did not include any textbooks which did not use spreadsheet 
linear programs at all or provided a spreadsheet linear program only as an example of a 
method to optimise a linear program. We only included the latest edition of textbooks 
published during or before 2008. Details of the textbooks examined, and those 
excluded, are given in the appendix. 

The textbooks provide a range of practices. Most of the textbooks (11 of 13) 
provided rules or guidelines regarding the structure and layout of spreadsheet models 
and LP models in particular. Of these seven provided this as guidelines while the other 
four provided rules, although none were definitive about following the rules exactly. 

Two of the books made a clear distinction between spreadsheet style to be used once 
the student was familiar with spreadsheet models and the structure used to teach and 
learn linear programming spreadsheet models. The most explicit of these was 
Balakrishnan, Render and Stair (2007): “[This] consistent approach is more suited to the 
beginning student of LP. As you gain experience with spreadsheet modeling of LP 
problems, we encourage you to try alternate layouts.” 

The textbook by Powell and Baker (2007) differs from the others. The first topics 
cover spreadsheet modelling, in general, with an extensive chapter on spreadsheet 
engineering. Linear programming is a much later topic, following non-linear 
programming. The standard used for LP examples is explained in terms of the structure 
of the algebraic model. 

All but one of the texts followed best practice for general spreadsheet models.  Only 
two textbooks (Balakrishnan, Render and Stair (2007), and Hillier and Hillier (2008)) 
used an implied standard which clearly highlighted the structure of linear programs to 
aid student learning, as advocated above.  The rest failed to meet the advocated 
pedagogical requirements in one or more of the following ways. Seven included 
additional, unnecessary calculations within the spreadsheet model. Seven did not 
sufficiently differentiate the parameter cells from cells containing calculations. Six did 



not use a consistently shaped area for constraints. Five did not include all information 
relevant to constraints in a visually connected area. Three did not use a consistent 
location for various components of the LP. 

All of the textbooks examined seem to rely on algebraic models to help students 
better understand linear programs. We believe that one reason students do better when 
an algebraic model is provided is because all of the textbooks use a clear standard 
layout for their algebraic models. It is a standard that serves to provide the underlying 
pedagogical requirements advocated above. We suggest that removing the algebra 
removes a barrier for many students, but that the use of algebra should be replaced with 
a specified standard format designed to help students to generalise from examples. 

5 Conclusion 
The standard structure proposed for spreadsheet LP aims to make it easy for students to 
recognise and interpret linear programs formulated as spreadsheet models. The 
requirements for the standard are supported by the results of educational research, and 
the experience of teaching linear programming to entry-level business students for over 
twenty years. 

Thirteen popular textbooks were examined and their approach to the teaching of LP 
analysed to see how well their standard formats fit the requirements. While most use a 
standard format, their standards do not appear to be designed specifically to aid student 
learning of linear programming. 
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Appendix  
Table 1 summarises the results by textbook. The ‘Rules’ column indicates how the 
textbook communicates any guidelines or rules regarding structure of LP spreadsheet 
models. The ‘Style’ column indicates where (if at all) the style failed to meet the 
underlying pedagogical requirements advocated in this paper. For this information, the 
first three spreadsheet examples in the running text were used to triangulate an implied 
standard. Those aspects common to the first three examples were deemed to form the 
standard, regardless of the guidelines given in the textbook. In all textbooks this implied 
standard was the same, or stricter than the rules or guidelines given in the text.  

 
Table 1: Standardisation of LP spreadsheet models in textbooks 

Name Authors Edition Rules Style 
Data Analysis & Decision Making Albright, Winston, Zappe 3 (2006) G c x 
Spreadsheet Modelling and 
Applications: Essentials of Practical 
Management Science 

Albright, Winston 1 (2005) G c x 

Optimization Modeling with 
Spreadsheets 

Baker 1 (2006) R p 

Managerial Decision Modeling with 
Spreadsheets 

Balakrishman, Render, 
Stair 

2 (2007) R  

Introduction to Management Science - 
A Modeling and Case Studies 
Approach with Spreadsheets 

Hillier, Hillier 3 (2008) G  

Applied Management Science - 
Modeling, Spreadsheet Analysis, and 
Communication for Decision Making 

Lawrence, Pasternack 2 (2002) G c p h 

Quantitative Business Modeling Meredith, Shafer, Turban 1 (2002) G c p x 
Decision modeling with Microsoft 
Excel 

Moore, Weatherford, 
Eppen, Gould, Schmidt 

6 (2001) G l p 

Management Science - The Art of 
Modeling with Spreadsheets 

Powell, Baker 2 (2007) G p x 

Spreadsheet Modeling & Decision 
Analysis - A Practical Introduction to 
Management Science 

Ragsdale 5 (2007) R l x 

Introduction to Management Science 
with spreadsheets 

Stevenson, Ozgur 1 (2007) N p x 

Introduction to Management Science Taylor 9 (2007) N l p 
Practical Management Science Winston, Albright 3 (2007) G c x 

The following codes are used. For the Rules column: N – no rules or guidelines, G –guidelines 
for structure only, R – clear, but non-definitive rules. For the Style column: c – information for 
constraints not visually connected, h – elements hidden in Solver dialogue boxes, l – layout of 
the LP’s are not consistent, p – parameters and calculations are not visually discriminated,  
x – extra calculations are included with the LP model. 



Table 2 lists those textbooks initially considered for the study but excluded. The 
reason for exclusion of each is given. Mostly these textbooks had two or fewer 
spreadsheet linear programming models provided in the main text. These are marked as 
too little or no Excel. Barlow (2005) Excel Models for Business and Operations 
Management was excluded because it did not include a chapter devoted to spreadsheet 
LP models. 

 
Table 2: Textbooks excluded from study 

Name Author Edition  Reason  
An Introduction to Management Science - 
Quantitative Approaches to Decision 
Making 

Anderson, 
Sweeney, 
Williams 

12 (2008) Too little Excel 

Excel Models for Business and Operations 
Management 

Barlow 2 (2005) No LP chapter 

Management Science - Decision Making 
through Systems Thinking 

Daellenbach, 
McNickle 

1 (2005) Too little Excel 

Statistics Data Analysis, & Decision 
Modeling 

Evans 3 (2007) Too little Excel 

Introduction to Operations Research Hillier, Lieberman 8 (2005) Too little Excel 
Spreadsheet Modeling for Business 
Decisions 

Kros 1 (2008) Too little Excel 

Decision Technology - Modeling, 
Software, and Applications 

Liberatore, 
Nydick 

1 (2003) No Excel 

Essential Quantitative Methods for 
Business, Management and Finance 

Oakshott 3 (2006) No Excel 

Optimization in Operations Research Rardin 1 (1998) No Excel 
Operations Research - An Introduction Taha 8 (2007) Too little Excel 
A practical introduction to management 
science 

Waters 2 (1998) Too little Excel 

Quantitive methods for business Waters 4 (2008) Too little Excel 
Operations Research - Applications and 
Algorithms 

Winston 4 (2004) Too little Excel 

Quantitative Methods for Decision Makers Wisniewski 4 (2006) Too little Excel 
 

Note about book variants 

Two of the major textbooks Hillier and Hillier (2008) Introduction to Operations 
Research and Winston and Albright (2007) Practical Management Science have 
variants aimed at different courses and markets. We considered all of the different 
variants for the study. Hillier and Liberman (2005) Introduction to Operations Research 
and Winston (2004) Operations Research: Applications and Algorithms do not include 
sufficiently many spreadsheet LP models and were excluded from the study. The other 
variants of Winston and Albright (2007) Practical Management Science were included. 
These books contain almost identical introductory LP chapters. 




